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Abstract: With the development of communication network, wireless data transmission technology is becoming more and more important in people's daily life. As a new structure, distributed system has strong applicability and adaptability. This paper mainly studies the load forecasting of urban cloud computing platform based on time series model. Firstly, the load forecasting method and principle are introduced. Secondly, according to the actual situation, the appropriate range of random disturbance parameters is determined and a stable and reliable index system is established. Finally, through simulation experiments, the load rate curves of different time resolution and different types of distributed systems under uniform load distribution are verified, and the stability and accuracy are improved by adjusting the load degree. From the test results, it can be seen that the host load prediction results for linear time series have small errors, which indicates that the prediction model has high accuracy.

1. Introduction

With the rapid development of China's economy, energy and environmental problems are increasingly serious, and the investment in renewable energy power generation systems is also increasing [1-2]. As a kind of clean, efficient, environmental protection and low cost, distributed power generation has many advantages. In the case of insufficient power supply, it can effectively relieve the tension of power consumption in the peak load of the power grid. Meanwhile, the distributed power supply enterprise adopts the decentralized management mode for centralized regulation and control, which makes it have certain flexibility and adaptability [3-4].

For the research of distributed system, foreign countries started earlier and developed rapidly. At present, many scholars have done a lot of theoretical analysis on it. The United States calculates and describes the relationship between time series based on discrete points and continuous function equations, and there is a gap between the predicted value and the actual data. It establishes the change law of distributed network load rate in the period based on time series, and proposes the idea and method of using Bayesian algorithm to optimize it [5-6]. Domestic scholars started their
research on load forecasting late, but also made some achievements. Some scholars have established mathematical models and analyzed them with examples. They believe that with the correlation and regular change trend (i.e., linear) between time series and random data, the development of non-linear relationship and the improvement and in-depth study of relevant theories all show that the load forecasting based on time series model can be realized quickly and accurately. Some scholars put forward a new method after analyzing the application status of distributed energy generation technology in China's power industry [7-8]. Therefore, based on the linear time series model, this paper studies the load prediction of distributed system host.

Aiming at the traditional load forecasting of buildings based on time series model, combined with some relevant index data, a distributed system load calculation method is established. And combine it with randomness and non-stationary characteristics. This paper uses a new processing scheme. The algorithm uses linear regression analysis and discrete variance transformation to solve the nonlinear problem. At the same time, it uses the linear criterion method to combine the distributed theoretical knowledge and the advantages of traditional mathematical modeling technology to propose a time series model method to study the load forecasting of buildings, and finally obtains satisfactory and reliable results.

2. Research on Load Forecasting of Distributed System Host Based on Linear Time Series Model

2.1 Host Load Prediction

Host load prediction is based on the data of time series analysis method. When estimating the actual output power, the relative change law is determined by calculating and comparing the values of various parameters. First, compare the actual input, output flow and relevant historical data in each time period with the results measured in the original model [9-10]. Then the corresponding values are obtained by different algorithms, and then the computer software is used to predict and analyze these data. Finally, the load situation in each time interval is judged according to the predicted trend curve. In the time series model method and the traditional system load calculation, the traditional historical data is used as the basis for analysis. By sorting, statistics and processing the original time series data, and then using computer technology to establish a complete, reliable, reasonable, economic and high-precision system that can be applied to various fields. According to the actual situation, select appropriate methods to further predict the parameters. The research work is based on the consideration of the load characteristics of the host. In the actual problems, it is necessary to fully combine various influencing factors to better achieve and accurately solve the objectives [11-12]. Fig. 1 is a load prediction model.
2.2 Problems in Host Load Prediction

In actual work, the load of the host is a random change state rather than a continuous variable, so it is impossible to determine that there is no connection between the load curve and the power spectrum. Moreover, due to energy consumption, output fluctuation and other factors, the node voltage and current are unstable or even serious problems, resulting in an increase in the probability of system collapse or abnormal operation of the host shutdown, thus affecting the stability and reliability of the entire network. Since the time series model method is a random simulation based on probability and statistical characteristics, it does not take into account the impact of time factors on the actual output power change, so this method is subjective to a certain extent [13-14]. But doing so will also cause errors, because the algorithm requires a large amount of data in the calculation process. And these data often have the characteristics of high frequency, large amplitude fluctuation and instability. It may lead to large differences between different times, and this result will also affect the prediction accuracy. For example, it is difficult to deal with these problems with the simplest and most effective linear function when the data changes or is unstable. In order to avoid these negative effects as much as possible, it is necessary to continuously optimize the parameter selection and adjustment methods in practical applications to ensure that the final output results are more accurate and reliable. For example, after determining the main data set, how to carry out appropriate load calculation according to the specific situation has also become an important factor. Therefore, in actual work, it is often necessary to establish a variety of data information indicators such as different types and the same type of use, similar performance, and can accurately reflect the change trend of the total demand of the system under various conditions to determine the relationship and relationship between various parameters [15-16].

2.3 Linear Time Series Model

Linear time series model is a common random data processing tool, which can solve noisy and nonstationary indexes such as system parameters and power spectral density [17-18]. In practical applications, it is usually unnecessary to consider the signal strength and frequency response characteristics. Information can be directly obtained from the sample space and converted into discrete vectors to establish a correlation matrix or vector model. The original data sequence and its corresponding wavelet coefficients and corresponding time domain variables, such as step function and periodic spectral density, can also be obtained by calculation. Given the parameters (such as model coefficients, autocorrelation probabilities, etc.) and expectation functions required by the time series model, the calculation steps are given as follows. First, a undetermined physical quantity is established as the input variable to analyze the prediction problem, then the correlation in the Gaussian white noise log data processing method is used, and finally, the appropriate modeling algorithm is selected according to the actual needs. As for a random event, there are uncertain factors that affect the occurrence and duration of the event. Secondly, due to the various characteristics of the target, there may be errors or omissions in the process of processing. These factors may lead to inaccurate prediction results or even failure of the model. Figure 2 is a flowchart of a linear time series model.
Linear time series algorithm is a statistical method, which combines data processing and analysis. In practical application, due to the influence of external random factors such as weather and temperature, and some unpredictable factors such as earthquake activity, etc. Therefore, we need to estimate these random variables to a certain extent to establish their theoretical models or estimate parameters so as to obtain an approximate value or more accurate results as the research object. At the same time, we can also calculate the output error after data processing through the linear time series algorithm, and then use this method to analyze and evaluate the problems in the data.

\[
E_{PA} = \frac{1}{N} \sum_{i=1}^{N} [P - o]
\]

\[
E_{R} = \frac{\sum_{i=1}^{N} [P_i - P]}{(N-1)S}
\]

Equation 1 reflects the correlation between the deviation of the predicted value near its mean value and the deviation of the observed value near its mean value. The value is between +1 and -1. \(E_{PA} = 1\) indicates that the predicted curve and the observed value curve are the same after normalizing their mean and standard deviation respectively.

3. Experimental Process of Load Forecasting of Distributed System Host Based on Linear Time Series Model

3.1 Distributed System Host Load Prediction Model
In this paper, the method based on time series model is used to process the prediction data used by traditional methods. The algorithm mainly uses linear regression analysis and grey system theory. It can take the actual parameters in the original historical data that are similar or identical to the future with high attribute values or large load coefficients as reference objects to establish differential equations to calculate the output power and power of each node of the distributed system and their change regularity (i.e. load) at each coordinate point, and predict the time series model method. For the time series model method, it is mainly aimed at linear prediction, but in practical application, it is often adjusted according to different conditions (as shown in Figure 3). Therefore, data processing, parameter estimation and state space should be reasonably divided. Firstly, a simple continuous tree is established to describe the characteristics of things or processes. Secondly, discrete points are decomposed into finite independent nodes to form a sub layer by using continuous functions, and the two adjacent independent elements on each node are connected to form an overall network structure. Then, the minimum distance method is used to calculate the load value of each local link.

3.2 Load Forecasting Performance Test of Distributed System Host Based on Linear Time Series Model

First, the model is analyzed, and then the indicators are determined. A corresponding relationship shall be established between the initial parameters and the calculation results before the preliminary design is completed. If the selected method is set based on the user's needs, the relevant data should be recorded in advance and saved to provide reference for future use. Secondly, the appropriate
sample size, time series and other information should be selected as the test standard according to the actual situation. Finally, whether the expected effect is achieved can be judged through experiments, so as to determine that the model is suitable for the load forecasting scheme in this paper.

4. Experimental Analysis of Load Forecasting of Distributed System Host Based on Linear Time Series Model

4.1 Load Prediction Performance Verification of Distributed System Host

Table 1 shows the host load prediction performance test data.

<table>
<thead>
<tr>
<th>Test times</th>
<th>Mean value</th>
<th>Predicted value</th>
<th>Actual load value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.34</td>
<td>0.45</td>
<td>0.55</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>0.31</td>
<td>0.64</td>
<td>0.67</td>
<td>0.03</td>
</tr>
<tr>
<td>3</td>
<td>0.34</td>
<td>0.56</td>
<td>0.66</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>0.32</td>
<td>0.44</td>
<td>0.51</td>
<td>0.07</td>
</tr>
<tr>
<td>5</td>
<td>0.36</td>
<td>0.54</td>
<td>0.56</td>
<td>0.02</td>
</tr>
</tbody>
</table>

This paper mainly introduces the performance test and analysis of distributed system. Firstly, data collection, including cloud computing, large capacity server, network transmission, etc. Secondly, the virtualization model is established by MATLAB software and the simulation experiment is conducted to verify whether the load prediction results are consistent with the real values. Finally, the load change trend and fluctuation range as well as the prediction accuracy and accuracy are judged according to different types of load curves. It can be seen from Figure 4 that
the error of the host load prediction result oriented to the linear time series is small, which indicates that the prediction model has high accuracy.

5. Conclusion

With the rapid development of network, distributed system plays an important role in enterprise management. It plays an irreplaceable role in realizing production process automation, improving labor efficiency and reducing costs. This paper takes linear time series as the research object to carry out load forecasting. Firstly, the theory of forecasting method and relevant basic knowledge are introduced. Secondly, load modeling is carried out based on the model learning method. Finally, an example is given to verify that the algorithm can effectively deal with the randomness problem, and the corresponding improvement scheme is given to improve the load balance rate of the system, so as to maximize the economic benefits and achieve the expected objectives and requirements.
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