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Abstract: Distributed power generation is a new type of renewable energy that can improve 

energy utilization efficiency and reduce environmental pollution. Its power generation 

mode is wind power, photovoltaic and cogeneration. This paper introduces the problems 

faced by the application of cloud computing system in power network and studies its 

solutions. Aiming at the shortcomings of the traditional uncertainty analysis method based 

on the node voltage, such as low accuracy and easy loss of data, an improved algorithm is 

proposed to improve the power quality of the node and improve the global resource 

utilization ratio, combining with the characteristics of distributed power generation. After 

that, the energy detection method of the system is tested. The test results show that the 

distributed energy system has short detection time and low average detection time, which 

indicates that the distributed energy system has fast energy detection time, good 

performance, high detection power and low error rate. 

1. Introduction 

With the continuous development of cloud computing technology, distributed energy system is 

more and more widely used in various fields, and its application range has become very broad. 

Among many planning schemes, the most common is to maximize resource utilization, minimize 

cost and optimize user service level [1-2]. Therefore, it is one of the important ways to improve the 

economic efficiency of an enterprise or a country to study the optimal control method considering 

resource efficiency and cost. 

The construction and application of distributed generation has always been a hot topic for 

scholars at home and abroad. Its main purpose is to improve the safety and stability of the power 

system during operation and reduce the impact of unnecessary factors on the power grid. A variety 

of constraints are formulated for different types of user groups, such as user online time and load 

rate [5-6]. In the aspect of communication protocol design, the multi access gateway strategy and 
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multi terminal (heterogeneous network or switch) access restriction are also proposed. The 

distributed power planning and control technology is optimized based on load prediction, and the 

safe and stable operation ability of the system is improved by reasonably selecting the number and 

capacity of nodes. Foreign research on it is also more in-depth, detailed and mature, and has 

achieved good results. In China, many enterprises have introduced the concept of cloud computing 

and conducted a lot of research. There are many solutions to the problem of power resource 

allocation in China, such as distributed generation access control strategy (GIS), renewable energy 

scheduling planning system based on load characteristics and time division management, and 

energy demand forecasting model based on geographic information system [7-8]. Therefore, based 

on cloud computing, this paper optimizes the energy detection methods of distributed systems. 

With the rapid development of cloud computing and Internet of things technology, distributed 

energy systems are more and more widely used in various fields of economic production, life and 

social activities. In this paper, the real-time monitoring, analysis and prediction of renewable energy 

consumption in distributed network environment management considering resource consumption 

and cost constraints are studied to achieve more safe and efficient deployment and utilization of 

available space resources. In view of the above problems, optimization methods such as limiting the 

node capacity to itself and its region to calculate the global energy consumption and formulate 

reasonable and effective control measures to minimize the energy risk and improve the system 

flexibility and stability are proposed. 

2. Discussion on Optimization of Distributed System Energy Detection Method Considering 

Cloud Computing 

2.1. Distributed Network Topology 

The topology of distributed network is related to the number of nodes. It is mainly composed of 

three basic units: nodes, edges and aggregation. Each basic unit has its own independent physical 

address. The distributed network topology is the physical layer of each computing sub network that 

takes one computing unit and multiple nodes as a whole [9-10]. When any extension protocol 

constrains multiple grids (such as between adjacent grids), a connection relationship will be formed. 

The distributed deployment strategy is similar to the traditional network topology because there is 

no correlation between the subnets in the cloud computing system, and the virtual resources are not 

related to each other. The topology of distributed network mainly includes sub networks (such as 

trunk and sub trunk) and branch networks. The core node is the bus, which is connected with the 

terminal to form a closed loop. In cloud computing, in order to prevent bus fault from harming the 

whole system, the technology of segmentation and block is usually used. Since each layer has 

corresponding sub links that can be connected into independent distributed networks between 

different layers, the data center generally uses structures such as master station, sub trunk and 

branch network for management control and isolation. It not only has the data storage function and 

the resource sharing and load balancing required by other application services such as forwarding 

control and communication interface (such as server cluster technology). Because the capacity of 

the cloud terminal is limited and cannot be expanded indefinitely or the deployment space is large, 

there may be an island phenomenon (that is, multiple hosts fail to provide network access 

requirements) and there is no effective connection between nodes in the distributed system. 

Therefore, it is necessary to re allocate the computing units. Figure 1 is the topology diagram of the 

distributed network. 
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Figure 1. Distributed network topology 

2.2. Distributed Energy Detection 

In a distributed system, its access control to nodes is mainly carried out through ads, so its 

computing capacity will be limited. If the power supply of a node fails or fails to work normally in 

case of other emergencies, it is necessary to detect whether all access points in the network are idle 

and whether the number of adjacent clusters exceeds the limit indicates that the network service 

range is higher. If there are multiple branch circuits on a line and there is no load, it is necessary to 

operate them in sections, Otherwise, divide this branch into two sections for inspection to obtain the 

monitored area [11-12]. In the distributed energy system, the number of nodes is obtained by 

comprehensive calculation of the environment, service capacity and other factors. Under the 

traditional ground network management mode, the centralized power supply mode is adopted when 

multiple users share resources. However, considering that each independent power source may face 

problems such as power failure, excessive load and network congestion (i.e., insufficient access 

backup capacity), and these conditions may cause multiple independent power sources to exist in 

the same place at the same time or the island operation state caused by different communication 

protocols cannot be accurately predicted, which will affect the safe and stable operation of the 

system, and the number of distributed energy nodes is small. Considering the constraint of cloud 

computing technology on the demand of distributed energy, aiming at the problem of node location 

in distributed resources and multi type heterogeneous networks, this paper proposes a solution to 

the above strategy based on cloud computing technology. The algorithm first determines the power 

balance of each distribution provider (such as the State Grid and renewable energy suppliers) by 

analyzing the load sharing relationship between different access servers and the central station and 

between each end user. Secondly, after the power required by each user is maximized according to 

the local optimal solution, the global optimal control is carried out for the whole distributed energy 

system, and the voltage deviation of the power supply and the generator set under the load at a 

single node is solved by the piecewise equilibrium state method[13-14]. 

2.3. Cloud Computing 

Cloud computing is a network-based service mode, which reasonably distributes resources and 

information according to needs, and divides and deploys resources in different areas according to 
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needs through a core server.[15-16] Users can access the software or hardware devices that need to 

be configured according to their location. Because there are physical connections (such as data, 

storage, etc.) between the nodes in the distributed system and the physical layer is connected to 

form a closed network structure, it is a virtualized "isolated island" state service mode. At the same 

time, it uses a unified open protocol and resource sharing technology. On the basis of cloud 

computing, resources are allocated to different service nodes according to demand, and the optimal 

decision is obtained by analyzing and processing the data. The effective utilization of resources is 

needed to be considered and realized in establishing a virtual distributed network and a scalable 

system under a parallel heterogeneous network architecture. Because there are a lot of uncertain 

factors in the distributed environment that affect its deployment and management, how to 

reasonably plan and configure the storage devices on the server cluster and other critical issues also 

need to be solved. On the other hand, the formulation of communication protocols between nodes 

plays an important role in the whole cloud computing deployment scheme[17-18]. The following is 

the energy detection calculation formula: 

    MKlyyxxd tigtig ,....,3,2,1,2
22

1 
             

(1) 

For the energy detection system with split transceiver, the distance from the target to the ith 

transmitting station and the jth receiving station in the lth channel can be calculated by the 

following formula: 
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(2) 

In the big data environment, users can choose different service types according to their own 

needs, so as to allocate and utilize resources reasonably and effectively. At the same time, they can 

also monitor the status of the facilities on the deployment server through remote control and timely 

adjust the relevant configuration scheme to meet the load balance and security requirements. The 

node equipment in cloud computing is composed of one or several virtualized networks, that is, 

computers or mobile terminals with certain capacity, operation speed and corresponding functions. 

3. Experimental Process of Optimization of Distributed System Energy Detection Method 

Considering Cloud Computing 

3.1. Optimization of Distributed System Energy Detection Method 
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Figure 2. Distributed system energy detection method 

Energy detection of distributed system is the most important link in the whole cloud computing 
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network (as shown in Fig. 2). Its purpose is to ensure that the entire network can be accurately and 

reliably analyzed and located in case of node failure or abnormal conditions. The traditional 

statistical method of electric energy consumption is mainly based on historical data and determined 

by manual estimation. However, with the increasingly extensive application fields of power 

electronic technology and the higher degree of intelligence after maturity, as well as the continuous 

development and improvement of distributed systems, the traditional methods can not effectively 

meet the needs of users and improve the service quality. During the operation of the distributed 

energy system, a large amount of data will be generated, including the active power and reactive 

power generated by electric energy, fans, air conditioners and other equipment. Therefore, it needs 

to be detected and analyzed. This method is to judge whether the load requirements are met and 

calculate the active output by using the level difference between the modules on the node. If the 

real-time output voltage and current signals are collected through the bus interface or the external 

network, it can be considered as reaching the set value, that is, determine the information provided 

by the node according to the current environmental conditions of the node and decide whether to 

take the next decision. 

3.2. Energy Detection Method Optimization Test of Distributed System 

The detection of renewable energy in distributed power generation requires real-time monitoring. 

At present, the energy system in the cloud computing environment is facing a lot of unpredictable 

factors and complex and changeable operating conditions. In these cases, the effectiveness and 

reliability of monitoring results can be effectively improved through analysis and evaluation. A 

variety of multi-level comprehensive evaluation systems have been developed for different types, 

scales and functional requirements to improve the node safety management ability of distributed 

power system in the whole intelligent power grid and provide better and better services for the 

power market. Firstly, an optimization model based on the global search algorithm (PCA) and local 

optimal solution is established in the cloud computing environment. Secondly, aiming at the 

problem of data redundancy and low resource utilization, the traditional center of gravity method is 

used to solve the distributed power supply jointly built by the thermal power plant and other power 

generation enterprises, and the remote monitoring dispatcher sends node instructions to each access 

terminal. Finally, the performance test of the above-mentioned method is carried out. 

4. Experimental Analysis of Optimization of Distributed System Energy Detection Method 

Considering Cloud Computing 

4.1. Test and Analysis of Optimization Degree of Cloud Computing on Distributed System 

Table 1 shows the optimization test data of cloud computing. 

Table 1. Cloud computing test 

Test times Capacity factor(kW) Efficiency(%) Error rate (%) 

1 7942 74 4 

2 7356 84 2 

3 7276 73 3 

4 7847 78 3 

5 7562 74 2 
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In the life cycle of distributed system, its resource utilization efficiency, network configuration 

capability and environmental factors will all help cloud computing. However, these supports are 

limited, highly integrated and difficult. Therefore, in order to improve the overall efficiency and 

competitiveness of the whole general application field, it is necessary to consider the problems of 

various nodes in the unified management, and formulate corresponding countermeasures to ensure 

that all nodes can operate safely. The final decision is made after comprehensive consideration of 

resource utilization efficiency, network configuration capability and environmental factors among 

the stages of the distributed system life cycle. Considering the real-time requirements of cloud 

computing on distributed systems, when resources are insufficient, the above problems can be 

solved by integrating node information and other resources to form a virtual network. According to 

the test results (shown in Table 1), compared with the traditional parallelization, the scalable access 

rate is improved, the detection power is relatively high, and the error rate is low. 

4.2. Test Analysis of Energy Detection Module 

Table 2 shows the performance test data of distributed system energy detection module. 

Table 2. Performance test of the distributed system energy detection module 

Test module Fixed search time(s) Mean search time(s) 
Maximum search 

time(s) 

Independent detection 

module 
6 4 7 

Cloud computing 

detection module 
4 3 6 

Information 

configuration module 
5 4 6 

Space division module 5 2 5 

After integrating the modules in the new system, we can find the problems through testing and 

improve them. In the process of resource point and node detection, the location and size of nodes 

cannot be determined due to the limited capacity of the center and incomplete data collection. In 

view of this situation, the combination of regional and centralized monitoring strategies can be 

adopted to realize the information sharing among each block unit in the region, and the energy 

consumption buffer zone can be established by using distributed computing technology to monitor 

the energy risk level of the whole cloud computing system, so as to provide a reliable basis for 

control and management. It can be seen from Fig. 3 that the distributed energy system has short 

detection time and low average detection time in terms of detection, which indicates that the 

distributed energy system has fast energy detection time and good performance. 
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Figure 3. Energy detection module test 

5. Conclusion 

With the rapid development of cloud computing technology, distributed energy system has 

gradually become the mainstream. This paper evaluates it based on fuzzy method. Firstly, the 

principles of fault-tolerant reduction strategy, resource scheduling and cost minimization are 

introduced. Then, according to the maximum load, the analytic hierarchy process structure model is 

established and the search algorithm is combined to evaluate it and obtain the optimal solution. 

Finally, the genetic algorithm is used to realize the matching between the data points required for 

the shortest path decomposition solution and the number of renewable energy storage on the nodes 

and the value of the electric energy meter, so as to achieve global, consistency and stability. 
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