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Abstract: With the rapid development of satellite remote sensing technology in China, it 

occupies an important position in the fields that require extremely high data accuracy, detail 

and in-depth information, and plays an increasingly important role in many aspects such as 

life, safety, and mineral resource detection. The application of imaging spectral images in 

various fields in China has just started. The purpose of this paper is to study the 

classification of ship images based on the structure of a distributed processing system for 

imaging spectral data. In this paper, referring to the feature estimation method and theory in 

traditional digital image processing system, a new technique of spectral image classification 

is proposed, and a new system is designed. Note that there are many similar or even 

duplicate group information in the image data, these feature information will waste a lot of 

time and computational resources in the process of repeated calculation, and cause the 

"Hughes" effect due to the increased participation in the amount of data in classification, 

accuracy will decrease. Therefore, it is necessary to select an appropriate area to participate 

in the calculation before distribution. To achieve the purpose of reducing time cost and 

improving accuracy and stability. In this paper, a selective-band distributed spectral data 

processing algorithm is proposed to solve the above performance and accuracy problems. 

Experiments show that the band selection algorithm in this paper consumes about one 

second less time than the traditional band non-selection algorithm, and the recognition 

accuracy rate reaches more than 97%. 

1. Introduction 

Imaging spectral images is mainly divided into two tasks: detection and classification. The 

traditional method of imaging spectral image ship detection mainly includes the following two 

stages: firstly, the image is segmented by sea and land; then, the ship is detected by the constant 

false alarm rate algorithm. The imaging spectral image ship classification method mainly includes 



Distributed Processing System 

2 

 

the following three stages: first, the initial image is preprocessed to enhance the input image; then 

the feature parameters for classification are calculated; finally, the classification is based on the 

features. The traditional algorithm process of detection and classification is discontinuous, and the 

robustness is not high. In recent years, deep learning classification models, especially convolutional 

neural network methods, which are fully automatic and efficient, have achieved great success in the 

field of computer vision [1-2]. 

In the research of ship image classification based on the distributed processing system of 

imaging spectral data, many scholars have studied it and achieved good results. For example, 

Fassnacht FE used HYDICE data to compare different groups of priors and hyperspectral groups 

with group priors. The algorithm is chosen, the group prior is based on PCA parameters (maximum 

PCA variance and maximum PCA signal-to-noise ratio) and criteria (minimum error distribution, 

precision resolution, and orthogonality. View subspace) and group modification with group 

distribution The experimental results show that based on Orthogonal subspace sum distributions 

have the highest group distribution accuracy [3]. Akharov VM et al. utilize Choquet fuzzy 

integration to have the advantage of dealing with uncertain multi-source data. Combined with the IT 

maximum entropy basis, the interaction between bands and the separation index between objects, 

the hyperspectral data are grouped and selected, and the application of this method in the group 

separation is illustrated, which can improve the classification accuracy [4]. 

This paper firstly describes and analyzes the current situation of spectral data processing, briefly 

describes the current difficulties in spectral data processing, and designs a related distributed 

processing system for data preprocessing. On this basis, this paper chooses to use semi-supervised 

local the sparse embedding feature extraction algorithm processes the data. Finally, this paper 

designs relevant experiments to test the system in terms of time consumption and classification 

accuracy. 

2. Research on Ship Image Classification Based on the Structure of Distributed Processing 

System for Imaging Spectral Data 

2.1. Current Status of Spectral Data Processing 

Although hyperspectral image data provides richer spectral and spatial information, in some 

targeted experiments, it seems that the increase in the amount of data does not bring much benefit to 

the data processing algorithm in the end, but makes the data processing algorithm time greatly 

increase. There are two main types of redundancy in hyperspectral images, one is spatial 

information redundancy, and the other is spectral information redundancy. Spatial information 

redundancy is mainly manifested in spectral images. Adjacent or similar objects usually show a 

strong coherence in space, while the values sampled by discrete pixels in spectral images are all 

different. This feature is not fully utilized, resulting in redundancy. Similarly, spectral information is 

redundant, and adjacent or similar bands usually do not show much difference in spectral 

reflectance, which means that a certain band can be completely fitted or predicted by its adjacent 

bands. So there is spectral information redundancy [5]. 

The huge amount of spectral data is compared with traditional digital images and multi-spectral 

images. Due to the development of technology, the imaging capability of imaging spectral cameras 

has been greatly improved, and the spectral images captured by it contain images of dozens to 

hundreds of bands. Compared with the image captured by the multispectral camera, the spectral 

band range collected is much larger, and the spectral resolution of the captured hyperspectral image 

is also greatly improved. Taking the internationally recognized hyperspectral AVIRIS test image, it 
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captures a total of 224 bands of data, because only 200 bands are left after removing some unusable 

bands (such as after water absorption and some bands with abnormal reflectivity). If the image size 

of each band is 144 pixels × 144 pixels, and the pixel depth is estimated, the data space of such a 

small hyperspectral image has exceeded 80M bytes. Visible hyperspectral image data in the 

operation of such a huge amount of data, not only to consider the storage pressure and transmission 

efficiency, but also to the hyperspectral image processing algorithm will be a big challenge [6-7].  

2.2. Ship Image Acquisition and Preprocessing 

The ship image acquisition is completed in the cloud platform and the sharing system, and the 

remote sensing image acquisition method is used to collect the ship image in the MIRaaS cloud 

platform model. It should be noted that the production of ship remote sensing image collection is 

presented as a unique function. The image is processed by feature registration and noise reduction, 

and is produced, combined with a feature search method suitable for cloud distribution, using cloud 

computing. The platform extracts the execution mode of the image, uses the method of statistical 

feature analysis, analyzes the multi-information processing and resource planning of the ship image, 

makes the shared feature scanning table of the ship image, and distributes it to the binary similarity 

judgment T ( xi+m, yi+n) ship image to obtain the pixels that can become corner points, create a 

space-space (Size-Space) to obtain the estimated value of the image similarity threshold o [8-9]. 

2.3. Algorithm Selection 

This paper mainly uses semi-supervised local sparse embedding feature extraction algorithm for 

data processing. The algorithm is described as follows [10-11]: 

Input: Hyperspectral data sample set X={x1, x2, x2,...,xN}∈RD. 

Output: The low-dimensional subspace Z={Z1, Z2, Z3,..., ZN}∈Rd after feature extraction. 

(1) The original hyperspectral dataset is divided into two parts: labeled samples Xlabel and 

unlabeled samples Xunlabel, 

 XunlabelXlabel,X                       (1) 

(2) Divide the unlabeled data samples into over-complete dictionaries by groups; 

(3) Solve the grouped sparse reconstruction weight matrix; 

(4) Solve the global sparse reconstruction weight matrix; 

(5) Solve the weight matrix of labeled data samples; 

(6) Calculate the eigenvectors corresponding to the d largest eigenvalues of the S2-1S1 matrix, 

and then use the obtained eigenvectors, 

Constitute a new set of projection vectors W; 

(7) Finally, transform each coordinate of the original high-dimensional hyperspectral data set 

according to the space matrix, and calculate the projection 

into a low-dimensional space, 

xWz T                           (2) 
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Figure 1. An algorithm flow diagram of the sparse representation coefficients 

3. Research and Design Experiment of Ship Image Classification Based on Distributed 

Processing System Structure of Imaging Spectral Data 

3.1. Theoretical Analysis of Distributed Cluster Computing Method 

This step is to greatly reduce the computational time consumption in the first step. Because in the 
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band selection process in the first step, although three new features representing pixels at different 

positions can be calculated while traversing each layer of hyperspectral image, but in the calculation 

process of traversing the entire hyperspectral image, this One step is very repetitive and time 

consuming. It is completely possible to split the same spectral image into layers and store them on 

different data nodes. Then perform parallel computing on different data nodes, as long as the results 

are finally written back to the same readable node, and then the next selection and classification 

operations are performed. It all depends on how many compute and data nodes there are. Although 

the MapReduce distributed computing framework is used to start the Map and Reduce processes, 

and to schedule nodes, it will consume a certain amount of time in the process of reading and 

writing back I/O. However, the number of nodes is still in a small range, and the calculation time 

can be greatly reduced by increasing the number of nodes. However, when it increases to a certain 

number, the scheduling cost and the time loss cost caused by frequent write-back will also increase, 

but the overall computing efficiency will decrease [12 ]. 

3.2. Experimental Design 

This paper conducts experiments on the distributed processing system involved in this paper. The 

first is to test the time consumption that can be reduced by band selection, and the second is to test 

the accuracy of the relevant ship image classification and recognition. 

4. Experimental Analysis of Ship Image Classification Based on the Structure of Imaging 

Spectral Data Distributed Processing System 

4.1. Consumption Time Comparison 

In this paper, for the input of the SVM-kernel classification algorithm, the time-consuming 

comparison table is calculated: the comparison experiment is a classification experiment without 

band selection, and the new algorithm proposed in this paper is a band selection algorithm that 

defines new features on the basis of its experiments. The experimental data are shown in Table 1. 

Table 1. Time consumption is compared with the experimental algorithm without band selection 

 1 2 3 4 5 

Band 

selection 
7.0 7.2 7.4 6.9 6.4 

Band does 

not choose 
5.9 5.5 5.6 5.8 5.4 
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Figure 2. Comparing the time consumption of the band selection algorithm and the new algorithm 

without running in 5 experiments 

It can be seen from Figure 2 that the consumption time of selecting a band is less than that of not 

selecting a band, about 1s less. This is because in the process of traditional hyperspectral 

classification experiments, the practice of dividing all spectral data into different feature vectors 

according to the bands will not only prolong the time of the entire classification process, but also 

cause images of the classification results due to the accuracy of the data itself. 

4.2. Comparison of Recognition Accuracy 

In order to verify the accuracy of the classification of ship images by the algorithm in this paper, 

this paper selects 500 ship images, uses the traditional algorithm and the algorithm in this paper to 

classify and recognize them, and records the recognition accuracy of each 100 images of the two. 

The data is shown in Table 2.. 

Table 2. Comparison of the identification accuracy of this algorithm and the traditional algorithm 

 100 200 300 400 500 

Traditional 

algorithm 
81 80 76 77 76 

The 

algorithm in 

this paper 

97 98 98 98 97 
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Figure 3. Comparison of ship recognition accuracy between the two different algorithms 

It can be clearly seen from Figure 2 that the recognition accuracy of the algorithm in this paper is 

higher than that of the traditional algorithm, and the image classification and recognition accuracy 

has reached more than 97%. It is recommended to further improve the image algorithm in the future 

work. The recognition accuracy is 100%. 

5. Conclusion 

With the rapid development of human optical science, digital imaging technology and computer 

technology and performance, hyperspectral technology will gradually replace ordinary camera 

shooting technology and play an increasingly important role in daily life, security, mineral 

exploration and many other aspects. As one of the key directions, hyperspectral image processing 

technology will gradually become a popular research field. In the early stage of this paper, we 

learned about many hyperspectral image classification algorithms and their defects through 

investigation. In view of these defects, the theoretical feasibility analysis report of the new 

algorithm is put forward and sorted out. A hyperspectral image processing algorithm based on band 

selection is proposed. The algorithm first calculates the positional relationship features (including 

"viscosity direction" and "viscosity gradient value" and other features of the image data of all 

bands), and then calculates the band The correlation coefficient between them is selected, and the 

selected feature bands are sent to the classifier, which improves the accuracy of the classification 

algorithm and reduces the time required for classification. On the basis of improving the accuracy, 

the band selection process is segmented and moved into the distributed system, and the parallel 

advantage of the distributed system is used to greatly shorten the time-consuming calculation of 
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multiple "sticky features" when the band selection algorithm is running. So that it can be put into 

use in real-world scenarios. The research shows that the method in this paper has better accuracy 

and lower misclassification rate for ship image classification. 
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