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Abstract: In order to meet the needs of people's consumption quality upgrade, major 

manufacturers have put forward higher requirements for the machining accuracy, surface 

roughness and material properties of the workpiece. By building a prediction model (PM) 

to predict the surface of the formed parts with different process parameters Roughness, 

using NN to build a roughness prediction model (PM), adjust the process parameters 

through the model, and ensure the surface quality of the parts. Therefore, this paper 

discusses and studies the roughness PM based on neural network (NN). This paper firstly 

introduces the basic situation of the surface topography simulation system and the 

workflow of the PM in detail, and then builds the PM from the surface roughness 

measurement, data processing and overall parameter design, and finally compares the 

model results. Analysis and evaluation index analysis. 

1. Introduction 

With the development of economy, people's living standards have been greatly improved, people 

pay more and more attention to the quality of consumer goods, and the consumption structure is 

changing [1]. The early roughness PM mainly uses mathematical modeling to build the model, but 

this method can only simply reflect the linear relationship between the target quantity and the 

influencing factors, and it is easy to ignore the comprehensive influence of each factor [2-3]. Later, 

representative experimental data were used to build a surface roughness PM, but the prediction 

accuracy of the model was low [4]. Optimizing and improving the NN PM can improve the 

accuracy of the nonlinear relationship between the target quantity and the input quantity, and 

promote the development of material technology [5]. 

At present, there are many roughness PMs based on NN, and the prediction accuracy and 

efficiency are also different [6]. For example, researchers such as Villegas J have proposed a deep 

convolutional NN-based method to classify surface roughness in response to the problem that 

machine vision roughness detection is highly dependent on the light source environment. With good 

light source robustness, roughness detection can be achieved without design metrics, and the 

research adopts an end-to-end image analysis method to finally achieve the classification and 
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prediction of surface roughness [7]. Experts such as Mulay A used the NN to establish the 

relationship between grinding parameters and surface roughness, and used the globally optimized 

processing parameters for the experiment, and finally obtained the surface roughness of the cycloid 

gear. By comparing the two experimental results, the two surface roughnesses the degree of error is 

2.06%, and the NN can effectively predict the surface roughness of the cycloid gear after grinding 

[8]. However, in recent years, the research results of roughness PM based on NN are few, and 

researchers should pay attention to the development and research of NN PM. 

Whether the surface roughness PM can be accurately predicted is related to the development of 

material technology in the manufacturing industry, so this paper discusses the roughness PM based 

on NN. The content of the research part of this paper can be divided into three parts: the first part is 

the relevant overview part, mainly including the surface topography simulation system and the PM 

workflow; the second part is the construction of the PM, which is based on the NN construction of 

the The NN PM builds the PM according to the three aspects of surface roughness measurement, 

data processing and overall parameter design; the third part analyzes the PM, and analyzes the 

model from the perspectives of model results and evaluation indicators. Draw relevant conclusions. 

2. Related Overview 

2.1. Surface Topography Simulation System 

The main function of the simulation system is to establish a mathematical model of the actual 

machining problem, set constraints according to the machining conditions, determine the 

optimization target according to the workpiece performance index, and use the genetic algorithm to 

obtain the optimal milling parameter combination [9]. The system includes modules such as 

practical problem modeling, constraint setting, optimization objective selection, genetic algorithm 

calling, and optimization result display. It can perform single-objective or multi-objective 

optimization, and select different optimization objectives or different constraints for parameter 

optimization. Moreover, the optimization results can be used for surface topography simulation 

[10-11]. The structure of the simulation system is shown in Figure 1. 

Display of optimization results

Genetic Algorithm Module

Mathematical modeling of practical 

problems

Selection of optimization goals Constraint setting

 

Figure 1. Simulation system structure diagram 

The functions of each module of the system are described as follows: 

Actual problem modeling: The actual processing problem is digitally modeled, and the ultimate 

goal of parameter optimization is to maximize the benefits under the premise of ensuring the quality 

of parts processing, and set the parameters as variables for modeling [12]. 

Select the optimization target: According to the demand, the optimization target can be set as 
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single or multiple. That is, the maximum productivity Q or the minimum surface roughness Ra can 

be set as a single optimization objective function respectively, or can also be set as multiple 

optimization objective functions for comprehensive optimization. 

Setting constraints: The actual processing conditions can be input in the relevant modules of the 

system interface [13]. 

Genetic Algorithm Module: Genetic Algorithm module is the core structure of the system. It can 

write specific fitness function M files to expand and improve Matlab's built-in genetic algorithm 

toolbox GAOT [14]. 

Display of optimization results and surface topography: Through the operation, the interface will 

display the optimized parameters, which are compared with the original parameters. In the interface 

operation bar, the surface topography simulation function is set, and the optimal parameters can be 

used as input to obtain the surface topography of the part, and the related information such as the 

surface processing quality of the part can be more intuitively displayed [15-16]. 

2.2. Predictive Model Workflow 

In this paper, through the experimental data under different process conditions, a NN model with 

different process parameters as input and surface roughness as output is gradually established, and 

the surface roughness of the corresponding workpiece can be predicted according to the given 

combination of process parameters. The model building process is shown in Figure 2. 
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Figure 2. Model workflow flowchart 

3. Model Building 

3.1. Measurement of Surface Roughness 

The state of the workpiece after machining can be described by two concepts: one is the concept 

of machining quality, and the other is the concept of surface integrity [17]. Since the surface 

roughness index appears in the above two concepts, it can be seen that it plays an important role in 
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evaluating the quality of the processed parts. The concept of surface roughness is mainly used for 

the microscopic state of the surface of the parts after processing, that is, the degree of surface 

unevenness. The more obvious the concave-convex state of the workpiece surface is, the larger the 

value is, the rougher the workpiece surface is, and vice versa [18]. The evaluation parameters of 

surface roughness are mostly Ra and Ry. In this paper, Ra value is selected as the index of surface 

roughness value. 

Use a surface roughness measuring instrument to obtain the measured value Ra of the surface 

roughness of the workpiece. Since the Ra value is greatly affected by the material properties, it is 

not only related to the structure, but also to the orientation. The surface roughness Ra values 

measured in different measurement directions are shown in Table 1. 

Table 1. Surface roughness measurement value Ra (μm) in different measurement directions 

 1 2 3 4 5 6 7 8 9 

45°
 

2.469 2.743 2.949 2.543 2.687 2.654 2.113 2.242 2.416 

90° 3.145 3.876 4.375 3.753 3.291 2.989 2.164 2.976 3.154 

135° 2.176 2.451 2.634 2.312 2.143 1.845 2.087 2.145 2.243 

It can be seen from Table 1 that the variation trend of the surface roughness measurement value 

Ra is the same in different measurement directions, but under the same processing conditions, the 

measurement value Ra fluctuates between 1.845 μm and 4.375 μm; when the measurement 

direction is 90°, the maximum measurement value Ra is the largest. The value of Ra is 4.375μm, 

the minimum value is 2.164μm, the fluctuation range of Ra reaches 2.211μm, and the fluctuation 

range of Ra is controlled within 1μm when the measurement direction is 45° and 135°, indicating 

that the measurement direction has a greater impact on the Ra value. 

3.2. Data Processing 

In order to obtain the features of real sample figures and generated sample figures, we build a 

deep autoencoder network to automatically extract data features. First, the deep autoencoder 

network is pre-trained with the real surface roughness sample data ri, and the network parameters 

for extracting figure features are obtained. After the pre-training is completed, the features Fi of the 

real data can be obtained. We share the trained network parameters into the convolutional NN, so 

that the convolutional NN has the ability to extract data features. Then, input the uniformly 

distributed noise vector Z into the generator network of GAN, and output the generated sample data 

ki; input ki into the convolutional NN to obtain the feature Gi of the generated data. There are two 

HLs in the deep autoencoder in this paper, and the specific process is as follows: 

  2112 22
bbrWfWfF ii                               (1) 

  2112 12
bbkWfWfG ii                               (2) 

Where θ1 and θ2 are the parameter group of DAE from the input layer to the group (HL) and 

from the HL to the output layer respectively, W1 and W2 are the weight matrices, and b1 and b2 are 

the bias vectors. 

3.3. Overall Parameter Design 

The working performance of the PM is studied. The value of the number of HL nodes m is 4, 5, 

6, 7, 8, 9 and 10. The selected reference quantities are the number of iterations, the prediction 

accuracy, and the fit value. The results are shown in the table. 2 shown. 
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Table 2. Model prediction results for different HL nodes 

Number of 

hidden nodes 

Iterative 

convergence 

times 

Prediction 

accuracy 

Fit 

Maximum 

value 
minimum 

4 57 1.78×10
-3

 0.926 0.732 

5 58 6.54×10
-4 0.895 0.686 

6 52 2.21×10
-3

 0.972 0.961 

7 51 5.63×10
-4 0.896 0.654 

8 51 4.52×10
-3

 0.865 0.746 

9 56 4.61×10
-3

 0.902 0.812 

10 59 4.32×10
-3

 0.859 0.713 

 

By analyzing the prediction results in Table 2, we can get: 

When the same PM selects HL with the same number of layers but different nodes, the iterative 

convergence steps of the PM are different. When the number of nodes (TNON) is 4 and 5, the 

number of convergence steps is more. When TNON is 7 and 8, the fastest convergence speed can 

reach 51 steps. When TNON is 6, the model iterates 52 times and completes the convergence. 

When it is 10, the number of iteration steps increases and the convergence speed decreases. 

Observe the effect of different HL nodes on the prediction accuracy and fit of the same sample. 

When TNON is 5 and 7, the prediction accuracy is the lowest. When TNON is 7, the maximum 

fitting level is 0.896 and the minimum fitting level is 0.654, indicating that the tracking ability of 

different samples is different and the difference is relatively high. big. When TNON is 6, its 

prediction accuracy value is higher than that of other nodes, and the difference between the 

maximum and minimum fit is the smallest. Therefore, the number of HL nodes in this paper is 6. 

4. Model Analysis 

4.1. Comparative Analysis of Model Results 

In this paper, LSTM-CNN PM, BIGRU-CNN PM and BILSTM-CNN PM are respectively 

constructed based on NN. After the training of the three PMs is completed, 11 sets of verification 

samples are input, and they are respectively investigated from the perspective of prediction 

accuracy. Working performance, Figure 3 is a comparison chart of the error between the predicted 

date and the measured date of the three PMs. 

 

Figure 3. Comparison of the error between the models predicted value and the measured value 
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As can be seen from Figure 3, the error range of the LSTM-CNN PM image Y value is -0.017μm 

to 0.036μm, the BIGRU-CNN PM image Y value error range is -0.003μm~0.027μm, 

BILSTM-CNN predicts The error range of the Y value of the model image is between -0.007 μm 

and 0.018 μm. By comparing the errors of the three models, it can be seen that the prediction range 

of the BILSTM-CNN PM is the smallest, indicating that the prediction value of the BILSTM-CNN 

PM is closer to the measured data, and the prediction accuracy of the model is strong. 

4.2. Analysis of Evaluation Indicators 

The PMs were compared and analyzed using the evaluation indicators RMSE and MAE. Two 

stacked 1DCNN layers are added before LSTM, GRU, bidirectional LSTM and bidirectional GRU. 

The statistical evaluation index RMSE value and MAE value of the experimental results are shown 

in Figure 4. It can be seen from Figure 4 that the RMSE and MAE values of the LSTM-CNN model 

are 8.11 and 5.83, respectively; the RMSE value of the GRU-CNN PM is 8.98 and the MAE value 

is 6.75; the RMSE and MAE values of the BILSTM-CNN model are 6.64 and 4.47, respectively. ; 

The BIGRU-CNN PM has an RMSE value of 7.57 and an MAE of 5.12. Comparing and analyzing 

the four models, it is found that the RMSE and MAE values of the LSTM-CNN are the smallest, 

indicating that the model has the best prediction effect, followed by the BIGRU-CNN model. Using 

CNN to extract local spatial features can not only effectively filter out the noise of the original 

sequence, but also shorten the length of the original sequence and make it a short sequence 

composed of local features, which can make the following bidirectional LSTM and bidirectional 

GRU better capture timing characteristics. 

 

Figure 4. Comparison of evaluation index models 

5. Conclusion 

In view of the fact that the traditional CNC grinding needs to adjust the processing parameters 

many times to meet the surface roughness value specified in the drawing, and the process of 

adjusting the parameters must be accompanied by a decrease in productivity and a decrease in the 

accuracy of the workpiece, in order to meet the requirements of high precision and high 

productivity at the same time. The research on the PM of the workpiece surface roughness after 

processing based on the given processing parameters has been widely concerned. This paper builds 

a PM based on NN, and draws the following conclusions through the analysis of the model. 

Through model comparison and analysis, it is found that the predicted value of the BILSTM-CNN 
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PM is closer to the measured data, and the prediction accuracy is strong; using the RMSE and MAE 

evaluation indicators analysis, it is found that the RMSE and MAE values of the LSTM-CNN 

model are both the smallest. most. Due to the limited professional ability of this paper, there are 

many deficiencies in the research process that need to be improved. 
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