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Abstract: The significance and importance of financial reporting as the basis and 

foundation for relevant decision makers to make judgments cannot be overstated, and both 

capital market participants and regulators attach great importance to the disclosure of 

financial reports. Although relevant regulatory authorities such as China's Securities 

Regulatory Commission and Accounting Standards Board have issued corresponding 

standards and regulations to strictly regulate the disclosure behaviour of companies' 

financial reports, due to insufficient supervision or relatively low costs of non-compliance, 

listed companies have committed FF in violation of relevant laws and regulations in order 

to preserve their own interests, causing unmeasurable losses to stakeholders. The main 

objective of this paper is to launch a study on the identification of misstatements in listed 

companies' annual reports based on ML under the perspective of financial restatement 

prediction. Based on the research on FF patterns and FFI in the first part, we firstly select 

the set of primary features based on the theory of FF motive, then perform Mann-Whitney 

test on the set of primary features to obtain the set of original features, and then use Bortua 

algorithm to select the final set of FI features from the set of original features. The data of 

the fraud samples and non-fraud samples were loaded into the four types of financial fraud 

identification models (FFIM) in the order of the original FI features and the FI features 

constructed by the BA. The model identification results showed that the combination of the 

FFI features constructed by the BA and the RFM had a good identification effect, and the 

overall evaluation indexes of G-mean and F-value were 75.9% and 78.3% respectively. 

1. Introduction 

Due to the difference in the level of accounting information technology between different 
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enterprises and the lack of sufficient research on data-based auditing, data-based auditing is only 

used in large enterprises with sound accounting information technology in audit practice, and often 

in internal audits. In external audits, only some large accounting firms will adopt it, but the scope of 

use is also very limited. Taking FF audits as an example, auditors tend to use data-based audits in 

the identification and assessment of FF risks, with the help of data mining techniques such as 

classification, clustering and correlation analysis to find the risk points of corporate fraud [1-2]. 

In a related study, Thomas et al. examined the impact of audit committee linkages through a 

network of directors on the quality of financial reporting, particularly misstatements in annual 

financial statements [3]. Using network analysis, multiple dimensions of connectedness were 

examined and it was found that companies with well-connected audit committees were less likely to 

misstate their annual financial statements after controlling for operating performance and corporate 

governance characteristics. In addition, it was shown that audit committee linkages through the 

network of directors moderated the negative impact of the linkages between the board of directors 

and the misstated company on the quality of financial reporting.Recep et al. summarised the 

fundamentals of ASR assessment and then proposed a new approach based on alternative 

hypothesis recommendations for detecting and correcting these errors generated by automated 

speech recognition (ASR) systems [4]. The proposed method consists of a series of processes such 

as identifying incorrect words, selecting words that can be corrected, and identifying candidate 

words to replace these words. Tests carried out by creating different test environments resulted in a 

significant improvement in performance in Turkey, with an average performance increase of 4.60%. 

This paper begins with an introduction to the theory related to FF patterns, FFI and data mining 

techniques. FF pattern is a qualitative study on the definition, motivation and characteristics of FF; 

FFI is a study on the identification of corporate FF based on theories such as statistics, ML and data 

mining; data mining is the process of discovering useful patterns and trends from large data sets, 

which has been applied to FFI by a large number of researchers and scholars with good results. 

Secondly, the empirical data required for the construction of the FFIM are prepared, including the 

collection of a sample of fraudulent firms, a sample of non-fraudulent firms and the construction of 

a FI feature set. Finally, a FI model for financial statements of listed companies is constructed based 

on ML related algorithms. 

2. Design Research 

2.1. Error Reporting Identification Design Solution 

The information mining of data sets is done by writing programs that are run internally by 

software, and the whole process is like a black box, where sample data is input into the black box 

and the results are output after the black box is mined [5-6]. But what kind of samples and data sets 

are input into the "black box" is as important as how the "black box" is constructed, and it can even 

be said that the data preparation work before data mining accounts for more than two-thirds of the 

whole data mining process. Take FFI as an example, the whole data mining process needs to go 

through six stages: fraud problem understanding, sample data understanding, data preparation, FI 

model construction, FI model performance evaluation, and fraud audit program deployment [7-8], 

as shown in Figure 1. 
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Figure 1. Design scheme for the application of data mining in error reporting identification 

The sequence of these six phases is not simply front-to-back and unrelated to each other; they are 

adaptive to each other because the task segment of the latter phase is usually dependent on the 

results of the former phase, and whether the results of the former phase can meet the task 

requirements of the latter phase is subject to continuous trial and error between the two [9-10]. In 

addition, the lifecycle of data mining is also an iterative and escalating process, as lessons are learnt 

from each completed data mining exercise and used as input for a new project in the next data 

mining process. The following paper will briefly describe the various stages of the data mining 

process for FFI [11-12]. 

1) Fraud understanding stage 

There are three steps in the fraud problem understanding phase. Firstly, the objectives and 

constraints of the business or study are identified based on the business or study; secondly, these 

objectives and constraints are translated into a formula for defining the data mining problem; and 

finally, an initial strategy for achieving the objective is identified. To achieve this objective, the 

auditor must reasonably assess the risk of fraud by the audited entity, which, in terms of the 

outcome of the problem, can be solved using the dichotomous classification algorithm in data 

mining. 

2) Sample data understanding stage 

In the sample data understanding phase, auditors need to collect data, familiarise themselves with 

the data, evaluate the data, determine the executable data, and ultimately determine the initial 

fraud-identifying feature categories by understanding the financial characteristics, internal 

governance characteristics, manager characteristics, and operating environment characteristics of 

the enterprise in order to construct the initial fraud feature set. 
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3) Sample data preparation stage 

The sample data preparation phase requires a significant investment of effort and entails 

pre-processing the data within the initial set of fraud-specific features identified in the sample 

understanding phase, including cleaning up the raw data, dealing with missing data, FS and other 

aspects of preparing the final data set. Fraud FS is based on the initial fraud feature set. The types of 

features relevant to FI are clarified during the construction of the initial FI feature set, which sets 

the direction for data collection. As much data as possible related to the types of FI features are 

collected during the data collection process, but no consideration is given to how well these data 

will be identified in FI. In the fraud FS phase, the best FI features are determined based on the 

principles of FS and the FS algorithm, and the best FI features should be as simple and easy to 

understand as possible while maintaining good identification performance. 

(4) FI model construction stage 

Data mining techniques such as classification, regression, correlation analysis and clustering can 

be chosen for the construction of FFIMs. In terms of the nature of the FI problem and the main 

research directions, classification is the most commonly used data mining method in the field of FI, 

while some scholars are also engaged in the research of association rule mining, but the application 

of classification in FI is more difficult than the latter. Similarly, this paper investigates the 

identification of corporate FF based on classification algorithms. The reason for choosing 

classification algorithms is that FFI is essentially a dichotomous problem, and classification 

algorithms have a sound theoretical system for dealing with dichotomous problems, and also have 

good performance in classification. 

5) Model performance evaluation stage 

After the FF modelling phase is completed, one or more FFIMs will be generated. Before 

applying these models to the actual problem, the effectiveness of the FI models must be evaluated 

and it must be determined whether the models are able to achieve the objectives set out in the fraud 

problem understanding phase. 

6) Fraud audit process deployment phase 

The use of data mining techniques to identify FF is useful to auditors, and the FFIM constructed 

in this paper based on data mining techniques is largely complementary to the audit procedures 

performed by auditors in identifying and assessing the risk of fraud in the audited entity. 

In summary, this paper is based on the study of corporate FFI, firstly, it introduces the definition 

of FF and FF audit, defines the two major categories and four forms of FF and the definition and 

objectives of FF audit, based on which it introduces the three mainstream theories of FF motivation; 

then it introduces the data mining techniques used in this paper to identify corporate FF. Finally, a 

framework for the application of data mining techniques in FFI is designed in conjunction with the 

data mining process. 

2.2. ML 

ML is broadly defined as "the act of using experience to improve the performance of a system by 

means of computation". In everyday practice there is a vast amount of data that contains 

information that can be learnt by computers, and ML is a 'learning algorithm' that learns the internal 

logic from this vast amount of data and generates models based on this internal logic. In practical 

terms, ML is a method of selecting appropriate algorithms to guide a computer to learn from a large 

amount of data, uncovering the logical information present in it, training a model based on it, and 

then using the model to make predictions about the problem under study [13-14]. 
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There are different classifications of ML algorithms according to different ways of categorisation, 

and the algorithms covered in this paper are classified according to the type of data, and are divided 

into three main categories: the first category, supervised learning, refers to the category of data to be 

learnt that is known at the time of training, and the main algorithms in this category are random 

forest (LR) and integration methods. The second category, unsupervised learning, is the opposite, 

targeting datasets of unknown category and uncovering the intrinsic logical connections through 

learning training, and consists broadly of clustering algorithms, principal component analysis, etc. 

The third category, reinforcement learning, is somewhere in between, where an intelligent being 

"tries out" different actions based on the choices it makes in the environment and thus receives 

different rewards to guide its next behaviour. The aim of this learning is to maximise the cumulative 

rewards available to the intelligence [15-16]. 

ML algorithms can learn from high-dimensional, large amounts of non-linear data and explore 

the laws from these 'experiences' to generate models, overcoming the potential corruption of 

traditional linear regression methods when dealing with high-dimensional data by downscaling, and 

are flexible enough to solve the problems of traditional statistical methods in dealing with 

unstructured information. At the same time, the ML algorithm is not limited by the number of 

independent variables, and will not affect the model results because of the excessive number of 

variables [17-18]. 

2.3. Text Feature Acquisition Methods 

FS is a very important step in the process of pattern recognition by ML. The pre-processed text 

has the problems of high dimensionality, redundant features and more features affecting the 

classification accuracy. Therefore, FS of the text to be classified can effectively reduce the text 

dimensionality and improve the classification speed and accuracy. The details are as follows. 

1) Information Gain 

The FS method based on Information Gain is used to calculate how much information a feature 

item can provide in the classification process, and to determine the importance of the feature item in 

the classification process. The formula is as follows. 
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The sum of the information entropy before and after the feature item in the Information Gain 

reflects the interaction between the classification prediction and the feature item. When the 

information gain of a word is greater, the greater the classification ability of the word in the 

classification process. 

2) Mutual Information 

The Mutual Information method is derived from information theory and can be used to measure 

the correlation between feature items and classification items. In text classification, mutual 

information between text and words is defined by the degree of co-occurrence of text and words, 

which is defined by the following formula. 
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In the mutual information FS method, the greater the mutual information between the word and 

the text, the greater the role of the word in the text classification. 

(3) Cardinality test 

The chi-square test is a method used to calculate the degree of independence between feature 

terms and categories. The chi-square test method is derived from the hypothesis test method in 

probability theory, in which it is first assumed that the feature items and category items are 

independent of each other, and then the actual value between the feature items and category items is 

calculated, and category items are considered to be related, and the calculation formula is as 

follows. 
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A, B, C and D in the formula indicate the four cases between feature item t and category item c, 

which are the number of texts of category item t containing feature item t, the number of texts of 

category item t not containing feature item t, the number of texts of non-category item c containing 

feature item t, and the number of texts of non-category item c not containing feature item t. 

3. Experimental Study 

3.1. FFI Features Selection 

1) FS method 

The following will introduce FS according to the research process of FS. 

2) The selection process of FS algorithms 

As shown in Figure 2, Feature selection (FS) generally goes through three processes: firstly, a 

subset of features to be judged is generated by subset search; secondly, the superiority of the 

generated subset to be judged is evaluated by a selected evaluation function; finally, a threshold is 

set for the evaluation function, and the search can be stopped when the value of the evaluation 

function reaches this threshold, and the optimal subset of features is output. 

Subset of features Stopping criteria

Subset Superiority

Evaluation function

Original feature set Subset search
Subset of features to 

be judged

Yes

No

 

Figure 2. Basic framework for FS 

3) Subset search 

(1) Complete search (Complete) 

It is feasible when calculation will no longer be feasible. In order to apply the complete search 

method in the original feature set with a large number of features, the complete search method 
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started to abandon the method of traversing all possible feature subsets in the initial feature set and 

reduce the number of exhaustive enumeration by introducing branching bounds, priority queues, etc. 

Therefore, the complete search formed two types of search patterns, an exhaustive search and a 

non-exhaustive search. 

(2) Heuristic search (Heuristic) 

Heuristic search is divided into algorithms such as forward search, backward search, two-way 

search and instance-based search. 

(3) Randomised algorithms 

Heuristic forward and backward search algorithms tend to fall into the trap of local optimisation 

when searching for the optimal CS and tend to compensate for the inability to escape from local 

optimisation. 

4) Subset evaluation 

Subset evaluation is the second key aspect of FS, in which the CS superiority is evaluated 

according to the set evaluation function, and the subset search process is stopped or not according to 

the superiority of the candidate subset (CS). The subset evaluation process is essentially an 

evaluation of the difference between the current CS and the true classification of the training data 

set. When the difference between the division of the training data set by the newly generated CS 

and the true division of the training data set reaches a minimum, the generation of the CS is 

stopped. 

3.2. Boruta Algorithm (BA) 

The BA consists of the following steps. 

(a) In the first step, shaded features are created by replicating all true features in the dataset (the 

original dataset is extended by at least 5 shaded features. 

In the second step, the newly added shaded features are randomized to eliminate correlations 

between them. 

In the third step, train a RF classifier on the extended dataset and collect the computed z-scores. 

In the fourth step, the maximum Z-score value (MZSA) of the shaded features is found, and then 

a hit is recorded for each true feature with a Z-score score higher than MZSA, indicating that this 

true feature is more important than the shaded features. 

In the fifth step, the same bilateral test as MZSA is performed for the true features. 

In the sixth step, attributes that are significantly more important than the shaded features are 

considered important. 

In the seventh step, remove all shaded attributes. 

In step eight, the process is repeated until importance has been assigned to all attributes or the 

algorithm has reached the limits set previously for the RF run. 

At the end of training, the BA can also output a ranking of the original features, indicating the 

importance level of the feature, which is also a useful metric in FS. 

4. Experiment Analysis 

4.1. Analysis of the Model Recognition Effect of the BA Screened Feature Set Samples 

The initial set of features screened by the BA was used as the set of features for FR because the 

original set of features for FR had a large number of dimensions, the average results were used to 

represent the overall results of the model (see Table 1). 
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Table 1. Average results of the test sample model runs 

Classification models Specificity Sensitivity Accuracy G F 

DTs 66.7% 67.0% 66.9% 66.4% 66.0% 

LR 66.1% 76.6% 71.3% 70.8% 71.6% 

RF 72.0% 77.8% 74.9% 74.5% 74.4% 

Support vector machines 70.3% 73.8% 72.0% 71.8% 71.4% 

 

 

Figure 3. Analysis of the average run results of the test sample models 

The results of the above four FI models in Figure 3 show that the set of features screened by the 

BA has better identification results in the random forest model (RFM), with F-value reaching 

74.53% and 74.4%. The BA reduced original set to 18, which reduced the dimensionality of the 

original set of FI features, however, the overall identification results of the BA filtered feature set 

were not as effective as the original set of FI features. Therefore, the BA is unable to reduce the 

dimensionality of the FR features while maintaining the efficiency of the fraud recognition (FR) 

model. 

Table 2. Test sample confusion matrix 

Classification models TP FN FP TN 

DTs 32 16 16 32 

LR 37 11 16 32 

RF 37 11 13 35 

Support vector machines 35 13 14 34 

From the confusion matrix of the tested samples, the number of correctly identified fraudulent 

statements is 32 and 16 incorrectly identified fraudulent statements, the average sensitivity of the 

model is about 66.74%; the number of correctly identified non-fraudulent statements is 32 and 16 



Machine Learning Theory and Practice 

34 
 

incorrectly identified non-fraudulent statements, the average specificity of the model is about 

66.99%; the average accuracy of the model is about 66.99%. The average specificity of the model is 

about 66.99%; the average accuracy of the model (accuracy) is 66.87%, and the values of the 

overall evaluation index G mean and F value are 66.35% and 65.95% respectively. 

4.2. Analysis of ML Effects 

In order to investigate whether the addition of social structure signals and social sentiment 

signals from the SSE e-interactive and interactive platforms can further improve the identification 

of FFs, this paper first conducted ML on the financial ratio signals from annual reports, 

non-financial ratio signals and social structure signals from the stock bar of Orient Fortune, as a 

basis for comparison of the subsequent ML results under the complete signal system. The results of 

the four classifiers are shown in Table 3, 

Table 3. Effectiveness of social structure signals for FFI 

 SVM CART RF Adaboost 

Accuracy 60.3% 70.7% 70.7% 70.7% 

Recall 55.6% 77.8% 74.1% 81.5% 

F1-score 56.6% 71.2% 70.2% 72.1% 

AUC 60.0% 71.2% 76.5% 71.4% 

 

 

Figure 4. Analysis of the effectiveness of social structure signals for FFI 

Further, the social structure signals and social sentiment signals from SSE e-interactive platform 

and interactive platform were combined with the financial ratio signals, non-financial ratio signals 

and social structure signals from the share bar of Oriental Fortune website to form the whole signal 
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system, and the same classifier was used to learn the final results as shown in Table 4. 

Table 4. Effectiveness of FFI under the complete signalling system 96 fraudulent firms & 96 

non-fraudulent firms 

 Accuracy Recall F1-score AUC 

SVM 68.97% 66.67% 66.67% 0.6880 

CART 70.69% 81.48% 72.13% 0.7139 

RF 77.59% 77.78% 76.36% 0.8154 

Adaboost 75.86% 81.48% 75.86% 0.7622 

 

 

Figure 5. Analysis of the effectiveness of FFI with a complete signalling system 

Comparing Figure 4 with Figure 5, it can be seen that the majority of the classification 

performance metrics of the four ML algorithms are further improved after adding the data from the 

SSE eInteractive and Interactive Platform. Thus, the effectiveness and superiority of the complete 

FFI signalling system constructed in this paper for the identification of FF of listed companies in 

China is verified. 

5. Conclusion 

In the context of trade globalization and the era of big data, the organization and transaction 

forms of enterprises have become more and more complex and varied, and the business and 

financial data involved in the operation activities of large enterprises have become more and more 

numerous, and information-based auditing and big data auditing have become more and more 

concerned by scholars engaged in audit theory research as well as audit practitioners. Data mining 

has gradually come into the view of audit theoretical research scholars and audit practitioners. 

Research on the application of data mining technology in FF auditing can enrich the research on the 

application of FF auditing theory in the era of big data, and explore the application of data mining 
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technology in auditing in greater depth. At the same time, it also helps to narrow the gap between 

big data audit research and audit practice. In China, research on data mining technology in the field 

of auditing has just taken off, but most of the research is rather scattered and has not yet formed a 

complete system. Therefore, an in-depth study of data mining technology in today's big data audit 

environment is of great significance in improving audit theories and methods and establishing a 

complete theoretical system of big data auditing. 
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