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Abstract: In the development process of the Internet, computer technology and network 

communication have been rapidly applied. Network security has become a research focus. 

Based on the discrete cloud intrusion detection method, through sensing a large number of 

data signals in the cloud environment, some of the interference information is screened, 

filtered and classified. In this paper, the discrete optimization algorithm and machine 

learning can better reflect the intrusion information in time. This paper mainly uses the 

methods of experiment and comparison to experiment the three indicators of SVM and its 

improved algorithm in intrusion detection. The experimental data show that the accuracy of 

the improved LE-SVM algorithm can reach more than 95%, and its time consumption is 

relatively small. 

1. Introduction 

With the rapid development of the Internet and the rapid improvement of computer technology, 

people's lives have been inseparable from the Internet. However, with the growing demand for 

online communication services and meeting the use requirements of a large number of users, cloud 

services have been valued. The main function of the sensor network is to transmit data information 

through collection, storage and processing, and detect the content contained in the transmission 

process, so as to achieve effective filtering of traffic and other relevant parameters. The first thing to 

do in cloud intrusion based on discrete optimization algorithm is to simulate the signal flow 

environment. Discrete algorithm can play a great role in cloud intrusion detection. 

There are many researches based on discrete optimization algorithm and machine learning in 

sensor cloud intrusion detection. For example, some people proposed a sensor cloud intrusion 

detection algorithm based on parallel discrete optimization feature extraction for large-scale 

high-dimensional data and variable intrusion behavior of the sensor cloud [1-2]. Some people 
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propose a sensor cloud intrusion detection method based on machine learning to solve the problem 

that sensor cloud networks are vulnerable to intrusion attacks [3-4]. Others say that intrusion 

detection system is a kind of monitoring of network transmission data, system logs, and system user 

activities [5-6]. Therefore, the research on intrusion system needs to focus on the improvement of 

technology. In this paper, discrete optimization algorithm and machine learning can play a huge role 

in sensor cloud intrusion detection. 

In this paper, discrete particle swarm optimization algorithm is first studied, and its iterative 

process is described in detail. Secondly, the form of machine learning is discussed, and the 

importance of data processing in sensor cloud intrusion detection is obtained. Then the wireless 

sensor intrusion detection technology is discussed in detail. Finally, through several improved 

algorithms, the experimental simulation draws relevant data and conclusions. 

2. Sensor Cloud Intrusion Detection Based on Discrete Optimization Algorithm and Machine 

Learning 

2.1. Discrete Particle Swarm Optimization Algorithm 

By using the discrete particle swarm optimization algorithm, we can use the parallel updating 

strategy of particles to solve the complex network intrusion detection problem. 

First, the network data is loaded into the distributed computing platform in the form of adjacency 

matrix, and broadcast variables are used to enable all servers in the cluster to obtain this matrix. In 

this algorithm, the module density is used as the objective function to calculate the new fitness of 

each particle after each location update. The search path of particles is guided by the global optimal 

solution and local optimal solution in the particle swarm optimization algorithm, and finally the 

particles with the largest module density are obtained. Decode the position of particles 

corresponding to this result to obtain community division [7-8]. 

The iterative process of parallel discrete particle swarm optimization algorithm is as follows. 

Firstly, the speed and location of particles are updated in parallel by taking advantage of the 

parallelization of elastic distributed data sets, and the global optimal location is shared among 

servers as a broadcast variable. Therefore, a single particle has all the necessary information in the 

iteration process, so that all particles can be updated at the same time. In the same case, the 

adjacency matrix is shared among multiple servers in the form of broadcast variables, so that the 

process of computing fitness for each particle can also be operated in parallel. The second stage is 

to obtain the global optimal location. Since each particle is scattered in multiple locations of the 

whole cluster, the Reduce operation of distributed dataset is used to summarize the optimal location. 

A suitable intrusion partition can be finally obtained through the iteration of the parallel particle 

swarm optimization algorithm [9-10]. 

2.2. Machine Learning Form 

In this paper, we use supervised learning to preprocess the training set features and labels. Then, 

the machine learning algorithm is used to train, and the trained model is used to judge whether an 

access record has intrusion behavior. Machine learning is mainly artificial, using computers as 

information processing tools to solve problems through imitation, association and other ways. 

Machine learning is to code, calculate, express and propagate specific programs or processes by 

imitating the structure and function of computers and using existing tools. It has been widely used 

in many fields. In sensor networks, data acquisition is done manually. Machine learning can 
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integrate a large amount of redundant information for processing. In sensor networks, data 

transmission and processing are very important and difficult. Therefore, it is necessary to use 

machine learning to complete intrusion detection of sensors. In sensor networks, a large amount of 

information will be lost or destroyed due to complexity and difficulty in storage. Therefore, when 

collecting data from sensors, it is necessary to use machine learning methods to train samples 

[11-12]. 

The sensor cloud intrusion detection based on machine learning is based on a trained data stream, 

which interacts with sub modules (database management and query). Each module has its own 

specific function implementation rules. Each part can be combined into a group of output data and 

sent to the microcontroller as input data. The device enters the global optimal search range after 

executing the corresponding command. The return program stores these results in the current 

machine learning platform and calls the local optimization algorithm to determine whether there is 

an intrusion [13-14]. 

2.3. Wireless Sensor Intrusion Detection Technology 

Intrusion detection system is a collection of related hardware and software for intrusion detection, 

which is called IDS for short. Nowadays, intrusion detection systems have been widely used in the 

field of network security to solve the security problems of computer networks and host systems. 

The integration of network monitoring and network management functions has become a 

development trend. Intrusion detection technology can detect data packets in the network, and 

immediately process and manage the abnormal node after it is found. In the future, the intrusion 

detection system will integrate some relevant network management software to build a tool that can 

perform intrusion detection, monitor the network environment and manage the entire network 

[15-16]. 

Traditional intrusion detection is mainly based on artificial neural network and fuzzy pattern 

recognition. These two methods are relatively mature and widely used at present. But for sensor 

networks, data preprocessing is the first step. Because of its complex working environment, high 

requirements for data information and a certain degree of concealment, it will affect the actual 

detection effect. Machine learning can effectively implement intrusion detection and location in 

virtual space. Secondly, a large number of training samples are required, and at the same time, good 

implicit ability and learning characteristics are required to build the model and determine the attack 

target. Intrusion detection technology of cloud services is an important guarantee to prevent and 

prevent various risks and hazards. Among them, the sensor system has the largest amount of data, 

that is, the critical coefficient is the smallest. Therefore, how to improve intrusion detection 

technology to attack various types of information is particularly critical. At present, it is often used 

to analyze and process data based on discrete optimization algorithm research methods [17-18]. 

3. System Structure Design 

3.1. Overall System Design 

The overall structure of the intrusion detection system is shown in Figure 1: 
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Figure 1. Overall structure of the hardware system 

The first part is the outermost part, called monitoring node, which is distributed near the 

boundary of the entire range area. As the peripheral monitoring sensor node of the boundary 

intrusion detection system, it is responsible for monitoring whether foreign objects invade the range 

area. The second part is the central part of the sensor network, called the sink node. As the center of 

the intrusion detection system, the sink node is responsible for receiving the information sent by the 

monitoring node and sending sensor data to the monitoring host through the serial port. The third 

part is the monitoring host, which is responsible for receiving the data sent by the sensor and data 

fusion through computer software. 

3.2. Experimental Environment 

The experimental environment and data set used in this experiment are the same as those of the 

same experiment, namely: Windows 13 operating system, Matlab 8.12.0, and the hardware 

environment processor is Core 4, 2.50GHz, 5G RAM and KDD Cup data set. 

3.3. Experimental Data and Scheme 

In this experiment, 2000 connection records were randomly extracted as training samples, and 

another 2000 connection records were randomly extracted as test samples, each containing 1500 

normal data and DOS / Probing containing 80 connection records, respectively, and R2L / U2R 

containing 60 connection records, respectively. The continuous numerical values were normalized. 

The modified MDS- -GA- -SVM algorithm was then applied to intrusion detection. 

Use MDS to reduce the dimension of the preprocessed dataset. SVM is used to classify data sets, 

and genetic algorithm is used to optimize the two parameters in SVM. The parameters of the 

improved MDS-GA-SVM are set according to many experiences. The values of continuous type are 

normalized: 

minmax

min
nw

qq

qw




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                                (1) 

Where represents the normalized value. The eigen dimension of the data set can be estimated to 

be 6 by the maximum likelihood estimation method, and then the LE algorithm is used to reduce the 

dimension of the data set. The SVM intrusion detection classifier is constructed by using LIBSVM 

function library to classify the reduced dimension data. Analyze which algorithm is the best by 
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observing the accuracy, false alarm rate and detection time. The formula of false alarm rate is as 

follows: 

%100
number

number

N

E
E

                             (2) 

Among them, E represents the false alarm rate. The detection time represents the time taken for 

toc to output the experimental process by adding tic to the experiment. 

4. Simulation Result Analysis 

4.1. Simulation Experiment Results of U2R, DOS, Probing and R2L 

After many experiments, it is proved that LE is a manifold learning algorithm with the fastest 

convergence speed, and LE has a complete spectrum theory, so this algorithm selects LE algorithm. 

Finally, the simulation experiment results of R2L accuracy, false alarm rate and detection time 

obtained by SVM algorithm, C-SVM algorithm and LE-SVM algorithm are shown in Table 1: 

Table 1. Results of the R2L simulation experiments 

 SVM C-SVM LE-SVM 

Accuracy rate 88.9 95.2 95.8 

Error rate 2.8 1.78 1.71 

Detection time 1.76 19 5.78 

 

 

Figure 2. Results of the U2R simulation experiments 

As shown in Figure 2, in terms of accuracy, the accuracy of classification using only SVM is low, 

while the accuracy of C-SVM and LE-SVM is high. C-SVM and LE-SVM are both excellent in 

accuracy. 

In terms of false alarm rate, the false alarm rate of the three algorithms is about 2%. In terms of 

detection time, it can be seen from Table 2 that the detection time of CV-SVM is the longest and 

that of SVM is the shortest. The detection time of LE SVM is slightly more than that of SVM, but 

the time spent is one-third of that of C-SVM. 
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Table 2. Results of the DOS simulation experiments 

 SVM C-SVM LE-SVM 

Accuracy rate 89.7 96.1 96.7 

Error rate 2.3 1.9 1.8 

Detection time 1.76 19 5.78 

 

 

Figure 3. Results of the probing simulation experiments 

As shown in Figure 3, the accuracy rate of the LE-SVM algorithm is slightly higher than that of 

the C-SVM algorithm. The accuracy rates of both algorithms are very high. In terms of detection 

time, the SVM algorithm and the LE-SVM algorithm are significantly better than the C-SVM 

algorithm. To sum up, the LE-SVM algorithm proposed in this paper has three indicators: 

comprehensive accuracy, detection time, and false alarm rate. The LE-SVM algorithm is superior to 

the other two algorithms, realizing the characteristics of short training time, high accuracy, and low 

false alarm rate. 

5. Conclusion 

In traditional sensor cloud intrusion detection methods, a large amount of data needs to be 

counted. In addition, when invading, the signals acquired by sensors should be classified and 

processed first. However, this will lead to a longer running time of the algorithm and an increase in 

the amount of computation. Now we use discrete optimization technology to achieve signal analysis 

and extraction tasks. Through the research in this paper, the discrete algorithm can more quickly 

and accurately fit the feature pattern recognition, and through the machine learning model, it can 

occupy an advantage in data processing. In addition, the three optimized clustering algorithms 

mentioned in this paper can also process data information well. 
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