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Abstract: In recent years, deep learning (DL) technology has developed rapidly, which has 

been highly concerned by academia and industry. It has been widely used in image, voice, 

natural language processing, big data feature extraction and other aspects, and has also 

made very significant achievements. It is now a very important research direction in the 

field of artificial intelligence. The research on data analysis and prediction based on DL 

has also received more and more attention in recent years and has gradually become a 

research hotspot. Based on this, this fusion DL technology has studied the analysis and 

prediction of tourism data (TD). The training of DL prediction model network and TD are 

briefly analyzed; taking the TD of M province as the research object, this paper analyzes 

the number of tourists and hotels in the province and the experimental results verify the 

feasibility and effectiveness of applying the depth learning algorithm to the analysis and 

prediction of TD. 

1. Introduction 

With the continuous promotion of "Internet +", information technology has entered all walks of 

life, including tourism service industry. More and more people are used to obtaining more tourism 

service information from online platforms, so it is particularly important to help users quickly and 

accurately find out the tourism service project information they are interested in from the massive 

tourism service information. Therefore, this paper studies the analysis and prediction of TD by 

integrating DL. 

Artificial neural network (NN) is very popular and widely used. As the basis of DL, its 

characteristics include the following: Strong learning ability. Like the brain, it can cope with the 

transformation of various inputs. When the input changes, it can adjust its extracted features in time, 

and has strong adaptability [1]. Parallelism; It can effectively detect the nonlinear relationship 

model of input to output, and externally, the NN is similar to a black box tool, hiding all other parts 
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of the NN structure except the input and output; Because there are many neurons in the NN, each 

neuron will share the contribution value, so each neuron has a relatively weak impact on the overall 

results [2]. 

This paper analyzes the tourist data, puts forward the DL technology, and studies the analysis 

and prediction of TD by integrating DL through the discussion of the algorithm and process of TD 

set fusion. Taking the TD of M province as an example, the paper conducts TD preprocessing and 

TD transformation, and finally verifies the feasibility and effectiveness of applying the depth 

learning algorithm to the analysis and prediction of TD through experimental tests [3-4]. 

2. Analysis of TD Integrated with DL 

2.1. Analysis of Tourist Data 

With the improvement of people's living standards, the demand for tourism is growing, enriching 

life, broadening vision and improving the quality of life. People go through a lot of thinking and 

design from deciding to travel to deciding which cities and scenic spots to visit, deciding when to 

travel, arranging itineraries, and arranging accommodation. During the period, the reference 

materials include oral recommendation from friends, browsing in the circle of friends, personal 

preferences, OTA evaluation, work arrangements, etc. When tourists determine the tourist cities and 

scenic spots, it is related to the source of this topic, that is, to choose the time of travel and then 

arrange accommodation [5-6]. When determining the travel time, passengers will consider the 

weather conditions of the day. Because the quality of weather will greatly affect the satisfaction of 

tourists. The next step is to arrange accommodation and choose a suitable hotel or guesthouse. 

There are many influencing factors. For this reason, this paper proposes to integrate DL technology 

to analyze and forecast TD [7]. 

2.2. Fusion Depth Model 

2.2.1. Model Framework 

As shown in Figure 1, it is the network framework of the DL prediction model proposed in this 

paper. The network model is composed of three parts, including user review IN, tourism service 

project review IN and other INs. These vectors can be regarded as various information expressions 

of users and tourism service projects. After the information is calculated through the network, each 

part will output a set of low dimensional dense space vectors, which can be regarded as further 

abstract description after feature extraction [8-9]. 

 

Figure 1. Framework diagram of depth prediction model 

In the interaction layer, this paper uses the factor decomposition machine technology to build a 

model function to predict the score of the project. Because we need to excavate and learn the 

interactions between various vectors, predict and score the target project through these interactions, 

and this task can be well completed through the factor decomposition machine [10]. 
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2.2.2. Training of DL Prediction Model Network 

After defining the objective function, the next step is to optimize the weight value through the 

optimization algorithm. In the field of machine learning, stochastic gradient descent is a widely 

used weight optimization method, especially in DL. However, there are some problems with the 

random gradient descent method in practical applications [11-12]. Firstly, the random gradient 

learning descent method needs to choose a suitable learning rate; If the learning rate is too low, the 

update will be too slow and time-consuming; If the learning rate is too large, it may lead to failure 

of convergence, so it is difficult to choose an appropriate learning rate. In practical applications, for 

the loss function of non convex optimization (such as NN), it will converge to the local optimal 

solution in some cases, that is, it will be trapped at the saddle point. Therefore, in order to avoid 

these problems as much as possible, some algorithms based on random variable improvement and 

variation are usually used in practical applications [13]. 

3. Integrate DL Technology 

3.1. DL Technology 

NN is the basis of DL, which is also called artificial NN. Inspired by bionics research, it 

simulates the operation mode of brain neurons[14-15].The probability of the Skip gram model to 

predict the target vocabulary context vocabulary is calculated using the following formula (1): 
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Contex (k) represents the context vocabulary of the target vocabulary k. Because the calculation 

efficiency is often very low when using Softmax to calculate p (s | k), Hierarchical Softmax is often 

used in existing models for efficient calculation[16].The document consists of n words in total, as 

shown in Formula (2). 
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For the comment information of tourism service projects, this method is also used[17].  

3.2. Algorithm and Process of TD Set Fusion 

Due to the large amount, variety and variety of TD, it is necessary to manually extract the 

required data set according to the needs of the subject before doing knowledge discovery, and then 

use the corresponding technical tools to integrate the data. After multiple database tables are 

obtained from TD through data analysis and statistics, the data set is fused into the data needed for 

the research according to the time dimension and hotel dimension association table. TDset fusion 

algorithm input: dataset D output: fused dataset MBEGIN. 

The fusion algorithm of TD sets firstly classifies the data by subject manually, and each subject 

includes several data sets. The association and integration of data sets are performed on a per 

subject basis. Then further integrate the result set of each topic to get the final data set. There are 

two dimensions in the data, one is the hotel dimension and the other is the time dimension. 

Fusion is divided into three steps. The first step is hotel dimension dataset fusion, the second step 

is time dimension dataset fusion, and the third step is time hotel dimension dataset fusion. Taking 

the smart TD of M Provincial Development Committee as an example, the steps are as follows. 

The first step is the fusion of hotel dimension data sets. Correlate all hotel related data (except 

occupancy rate), including the name of the hotel, the number of scenic spots in a certain range 
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around the hotel, the number of hospitals in a certain range around the hotel, the number of 

convenience stores in a certain range around the hotel, and the number of sea areas in a certain 

range around the hotel. These data are fixed data and can be expanded, because the attributes that 

affect hotel occupancy are also in the tourism field. If there are still services for the hotel and 

facilities that interest tourists, you can continue to add them. 

The second step is to use time as a foreign key, and use database technology to associate time 

related data in TD, including weather and wind, maximum temperature, minimum temperature, 

holidays, air quality index, and traffic flow. The associated time data table is shown in Table 1. 

Table 1. Associated time data table 

Attribute Type Length Is It A Primary Key Remarks 

Time Date 10 Yes  

Maximum 

Temperature 
Int 2 No Regression -- Wide Time Range 

Minimum 

Temperature 
Int 2 No Regression -- Wide Time Range 

Weather Double(2,1) 2 No Regression -- Wide Time Range 

Wind Power Double(2,1) 2 No Regression -- Wide Time Range 

Air Quality Index Int 3 No Fixed 

Holiday And 

Vacations 
Int 1 No 

Regression -- 230 Items In July 

And August 

Traffic Flow Int 50 No Remarks 

The above data are all related to time, for example, the daily maximum temperature, daily 

minimum temperature, daily weather, daily wind, daily air quality index, and daily holiday code 

form a relationship model with time as the primary key. 

4. Research on the Analysis and Prediction of TD based on DL 

4.1. Analysis of TD in M Province 

This paper takes the smart TD of Tourism Development Committee of M Province as an 

example to analyze TD. Data sources include public security, transportation bureau, OTA data, 

Internet, search engine, GIS, etc.TD cleaning. For example, the data of traffic flow on some dates 

are missing, which leads to inaccurate data generation results, and data cleaning is required. Take 

the smart TD of M Provincial Development Committee as an example to introduce the process of 

data clarity. 

4.2. TD Transformation 

4.2.1. Introduction to Data Transformation 

TD transformation involves standardization and attribute construction. The weather conditions 

are quantified according to the impact of weather deterioration on tourists' tourism, as shown in 

Table 2. 
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Table 2. Weather data digitization 

Serial no Weather Numerical 

1 Sunny 1 

2 Cloudy~sunny 1 

3 Sunny~cloudy 1 

4 Cloudy 1.5 

5 Overcast~cloudy 1.5 

6 Shower~clear 1.8 

7 Shower~cloudy 2 

8 Light rain~cloudy 2 

9 Cloudy~thunder shower 2 

10 Thunder shower~cloudy 2 

 

The numerical weather conditions are defined according to the impact of actual weather 

deterioration on travel. For example, sunny days and cloudy sunny days, sunny cloudy days are the 

same for passengers, so they are all set as "1". The worse the weather is, the greater the value will 

be, which means the more negative the impact on the travel of passengers. Therefore, the passenger 

flow can be preliminarily predicted according to the weather conditions, thus affecting the hotel 

occupancy rate. 

4.2.2. Holiday Digitization 

Tourists will choose the right time to travel. Generally, tourists will choose holidays to travel, 

such as weekends, November, May Day, Tomb Sweeping Day, Mid Autumn Festival, New Year's 

Day and Spring Festival. Compared with students and teachers, summer vacation may be the 

preferred travel time. The numerical table of holiday data is shown in Table 3. 

Table 3. Holiday data numerical table 

Whether it is a holiday Holiday Type Numerical 

Yes Saturday and Sunday 1 

No Weekday 0 

Yes Legal holidays 2 

No Summer vacation 4 

No Winter vacation 4 

 

Working days are working hours, and there will be fewer tourists, but it is not absolute, and 

some tourists will take holidays or ask for leave. Weekend is a day for people to travel in a short 

distance. Therefore, students and teachers may travel with their families. Therefore, businesses can 

design more packages on statutory holidays to satisfy passengers. 

4.3. Experimental Results and Analysis 

In order to illustrate the effectiveness of the recommended algorithm of the depth prediction 

model proposed in this paper, a comparative experiment with different depth model variants is 

designed. This paper uses MSE as the evaluation standard, and the results are shown in Figure 2: 
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Figure 2. Influence of fusion DL on prediction results 

From the results in Figure 2, we can see that when the number of convolution kernels reaches 

100, the MSE of the model reaches the minimum. If it exceeds 100, the performance of the model 

will no longer improve. Therefore, it is more accurate to choose the tourism data analysis and 

prediction that integrates in-depth learning after comprehensive consideration. 

5. Conclusion 

This paper studies the analysis and prediction of TD by integrating DL technology, discusses the 

basic principle of NN, introduces common DL models, and verifies the effectiveness of this 

technology through experiments. However, this paper also has shortcomings. This paper does not 

take into account the impact of time factors when modeling users and tourism service information. 

Users will have different interests in different seasons. Time factors need to be taken into account 

when modeling, so that the model has timeliness, which can dig out more effective information and 

improve the accuracy of prediction; the social relationship between users is not considered, and the 

connection between users is ignored. According to the prediction results in this paper, the future 

research work will continue to study the combination prediction model, increase the accuracy of 

prediction, make reasonable predictions for various development trends, and put forward 

corresponding reasonable suggestions. Continue to deeply study the prediction of TD analysis, and 

find a more appropriate prediction model. 
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