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Abstract: Lightning is a natural phenomenon in nature, and its occurrence rules and effects 

are very complex. The analysis of meteorological elements plays an extremely important 

guiding role in lightning prediction. Therefore, this paper uses the method of machine 

learning to carry out early warning analysis on lightning approaching, in order to obtain 

weather information in advance and take action to avoid danger. In this paper, the analytic 

hierarchy process (AHP) and the survey method are mainly used to carry out the 

correlation analysis on the lightning approaching warning. The survey data shows that in 

this system, the accuracy rate of lightning early warning using decision tree algorithm can 

reach about 90%, indicating that machine learning has a good effect in lightning 

approaching early warning. 

1. Introduction 

Lightning is a phenomenon of abnormal discharge of potential on the earth surface. In the 

atmosphere, it interacts with a strong electric field and generates a strong voltage pulse. The 

superposition and reflection of these pulse waveforms cause a series of changes in electromagnetic 

strength, polarization effect, etc. Lightning early warning system is a system that applies weather, 

geographic information system (GIS), global positioning navigation satellite and radar based on 

single-chip technology. It is the prediction and forecast of meteorological disasters and provides 

scientific basis for improving the ability of disaster prevention and reduction. 

There are many theories about machine learning and lightning approaching warning methods. 

For example, some scholars study this topic to reduce casualties and economic losses caused by 

lightning disasters [1-2]. Some scholars have also proposed that CAMS-LNWS adopts a lightning 

proximity early warning method integrating multiple data, multiple parameters and multiple 

algorithms, which can automatically generate lightning activity potential prediction results [3-4]. 

Some scholars put forward a lightning approaching warning method based on the characteristics of 
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atmospheric electric field in view of the weak applicability of existing lightning warning technology 

[5-6]. Therefore, this paper studies lightning warning methods and applies machine learning to 

improve the ability of local weather forecasting and protecting citizens' safety. This research has 

social benefits and times value. 

This paper first studies the demand of the short-time approaching forecast and early warning 

system, and obtains the basic framework of the system design by analyzing the demand. Secondly, 

it analyzes the lightning approaching warning prediction based on machine learning, and describes 

the application of machine learning algorithm in it. Then the lightning approaching warning method 

based on single station ground meteorological elements is briefly discussed. Finally, the relevant 

conclusions are drawn through the system design and related investigations. 

2. Lightning Approaching Warning Method Based on Machine Learning and Single Station 

Ground Meteorological Elements 

2.1. Demand for Short-Time Approaching Forecast and Early Warning System 

Short time proximity prediction system requires fast and accurate response time. In this design, 

the sensor acquisition module is used to realize the real-time monitoring of the surrounding 

environment information. Before responding to the early warning signal, it is necessary to first 

transmit the parameters, positions and other data in the detection area to the microcontroller, and 

then send an alarm by the buzzer after A/D conversion. In practice, the short-time geological radar 

velocimeter we designed is developed to measure the velocity, thickness and other information of 

the surrounding environment at different times near some unknown strata [7-8]. 

The system requires strong real-time performance. Under abnormal conditions, it can make 

timely and accurate response and give corresponding accurate information. It can react quickly after 

analyzing and handling emergencies. The system requires high reliability. The parameters set in the 

early warning model will change, so a large number of experiments are needed to verify the 

effectiveness and accuracy of the algorithm, so as to ensure that the performance of the entire 

system meets the required standards. The short-term proximity prediction system must be real-time 

and accurate. Under normal working conditions, the detection accuracy of the system should reach 

the predetermined target. In this paper, it is required to realize fast and effective automatic 

monitoring of different types of short-time distance measuring instruments. Therefore, it is 

necessary to design a measuring instrument according to the ranging principle to complete this 

function. At the same time, it is also necessary to consider whether the components and their 

parameters used in the sensor structure meet the test conditions, and test their sensitivity, reliability 

and other performance indicators to ensure that the system can work normally and achieve the 

intended goals [9-10]. 

The forecast and early warning system can analyze meteorological data to OpenMap, and display 

radar, wind direction, lightning, automatic weather station data, etc. The system releases the 

prediction and early warning signal of the disaster weather falling area by making templates 

[11-12]. 

2.2. Lightning Approaching Warning Prediction Based on Machine Learning 

The most basic idea in machine learning is to convert the known unknown parameters into the 

determined model. In a specific environment, the existing data is processed, stored and calculated. 

Therefore, using computers to complete these tasks requires certain strict requirements. The first 
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thing to be determined is to use known parameters to obtain unknown quantities. Secondly, we need 

to know whether these physical information will affect the prediction results. Third, it must meet 

certain conditions in order to obtain the accuracy value with higher expected accuracy. Fourth, 

when the required sample is large enough, we can no longer use other types of data for prediction 

and estimation, otherwise we have to modify and improve the model according to the actual 

situation [13-14]. 

Machine learning consists of a small number of training samples. It gets specific information by 

simulating human cognitive process. Therefore, it is of great significance in processing large 

amounts of data and detecting anomalies. Neural network is a nonlinear system. Its basic idea is to 

simplify the complex problem into units or sub models, and transform the input variables into the 

continuous functional form of parallel structural parameters. At the same time, each neuron can be 

learned for many times to obtain the global optimal solution, and the weight coefficient and 

threshold in the perceptron of the entire neural system can be continuously optimized through the 

adaptive ability. Neural network (BP) is the most widely used network model, which is used to 

process massive historical data in real time, simulate and identify various types of information 

resources, and realize the analysis and prediction of a large number of original input sample data. 

The algorithm has strong learning ability and fault tolerance, and can quickly and efficiently acquire 

useful knowledge and deal with problems [15-16]. The correlation coefficient of the standardized 

data is: 
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The principal component analysis can be realized by using the principomp function in RSstudio 

software. 

The basic idea of machine learning is to use computer simulation and calculation of a large 

number of time series data, use the model for statistical analysis, and obtain the change rule of 

discharge intensity between different positions under lightning impulse. Some methods are 

commonly used in lightning warning, such as probability distribution function (FAR), random field 

theory (Monte Carlo method) and Bayesian network prediction algorithm. First, determine a system 

state or energy level as the signal to be measured and compare it with a certain value. Then the 

system signal is statistically analyzed to obtain the change rule and time series characteristics of 

discharge intensity between different positions under lightning impulse [17-18]. 

The application of machine learning method in lightning warning is to analyze the changes of 

meteorological elements, geographical distribution characteristics and other influencing factors 

through computers, and then draw conclusions. The machine learning process includes data 

preprocessing and state space clustering. The state space clustering needs to be established in 
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different types of observation environments. For time series classification, it is necessary to 

consider the influence of weather and other external interference conditions on the sample size, and 

judge whether appropriate methods can be used to determine whether there is an internal 

relationship between each parameter in the model. The lightning approaching warning method 

based on machine learning is mainly to process these high-frequency signals by calculating 

different frequencies, the same amplitude and polarizability, and obtain an initial state. Then, 

according to the adaptive filter, the required parameters are modified to determine the data sampling 

period in each frequency band. Due to the difference between the atmospheric and ground elements, 

the frequency domain images collected on each band do not have good resolution. This requires 

adding appropriate thresholds in the subsequent frame structure design to improve the recognition 

rate and anti-interference ability. 

Lightning approaching warning strategies based on machine learning are mainly divided into the 

following categories. Single parameter regression analysis method, which is based on a certain time, 

a certain frequency signal as the input sample, determines whether the sample exists in the time 

series by predicting the independent variable. This statistical model has good global adaptability, 

but it is widely used because of its complexity and low accuracy. Support vector machine method 

and grey system theory are combined for discrimination and processing, and single parameter 

regression analysis is still the most commonly used method when a small number of data are 

obtained. 

2.3. Lightning Approaching Warning Method Based on Single Station Ground Meteorological 

Elements 

Lightning early warning can establish a comprehensive indicator, and select different frequencies, 

levels and intervals at the monitoring point to collect data for processing and analysis. First, 

preprocess the collected data. Extract the maximum anomaly intensity of the calculated value when 

the original observation value is less than or equal to 5W. Then, the critical energy and the total 

power under the threshold can be calculated by using the weighted summation formula to judge 

whether there is a discharge phenomenon and analyze the harm of lightning to the ground 

meteorological elements. 

The lightning approaching early warning method based on the meteorological elements of a 

single station is to calculate the average water vapor in different times according to the atmospheric 

pressure, wind speed and depth of day to predict the weather change law, and combined with the 

radar echo signal. By using this model, we can get the number of near ground flashover at normal 

horizontal distance in each month during thunderstorm period and the nearby surface density, and 

judge whether there is a positive correlation. The distribution of correlation curve, peak line and 

anomaly rate are obtained. The lightning approaching warning method based on single station 

meteorological elements is mainly to obtain the lightning discharge intensity under different 

weather conditions by collecting data such as lightning strike interval, average voltage amplitude 

and voltage period. According to the calculation, the maximum frequency of thunderstorm impact 

in each period can be obtained, so as to judge whether there is a relationship between it and the 

atmospheric environment. Through acquiring data on the ground and underground, and processing 

and analyzing the collected data. High frequency pulse signals on the ground are measured by 

traditional radar rangefinder. The waveform generates a sinusoidal voltage after the high level is 

measured by the radar rangefinder, causing the receiver resistance to change. When the 

electromagnetic wave is emitted, the reflectivity increases with the distance. 
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3. Testing and Investigation of Lightning Approaching Early Warning System 

3.1. Structural Design of Lightning Approaching Early Warning System 

The lightning short-time approaching early warning system consists of four modules, including 

data analysis, data collection, early warning analysis, early warning display and prompt, as shown 

in Figure 1: 
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Figure 1. Lightning short-time approaching early warning system 

Lightning is based on strong convection, and radar is the most direct observation method for 

storms, which is related to the characteristics of storms. On the basis of the data analysis of the new 

generation weather radar and related products, the design mainly focuses on the data used for the 

new generation weather radar, uses the information advantages of the lightning location network, 

and uses the specific related meteorological data as an extension, and tries to use the numerical 

forecast and early warning wind field model to calculate the path of the lightning storm. 

3.2. Lightning Warning Test 

The background field of early warning is composed of 2-hour cumulative rainfall products, 

1-hour cumulative rainfall products and satellite radar factor reflectivity products. The storm path 

consultation parameter products extrapolate the direction of lightning development in the next 2 

hours, and use lightning locators and atmospheric electric field monitors to conduct auxiliary early 

warning and prediction tests for local and local surrounding areas. 

3.3. Verification of Alert Results 

This system selects several samples as training samples. According to the analysis of the local 

lightning potential prediction decision tree, the TS scoring standard is used to preliminarily verify 

the prediction results of the trial run. The probability of lightning weather in the next 2 hours is 

shown in "forecast probability", expressed in%. The prediction probability of lightning potential is 

calculated according to the predicted data, and the probability of lightning occurrence is inferred on 

7 probability boundaries, namely 30%, 40%, 50%, 60%, 70%, 80% and 90%. 
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4. Analysis of Lightning Warning Results 

4.1. Local Lightning Potential Forecast in March 

This paper makes statistics on the thunderstorm weather forecast data in March and April in this 

region, and uses machine learning algorithm to make statistics on the relevant data. Table 1 shows 

the accuracy rate, false alarm rate and false alarm rate of local lightning potential probability in 

March. Table 1 shows that the accuracy rate increases with the prediction probability. 

Table 1. Local lightning potential forecast in March 

 Accuracy rate Empty report rate Missing report rate 

30 55 40.5 4.5 

40 59 36.4 4.6 

50 72 23.2 4.8 

60 78 17 5 

70 88 6.9 5.1 

80 92 2.3 5.7 

90 93.6 0.4 6 

 

 

Figure 2. Local lightning potential forecast in March 

As shown in Figure 2, when the prediction probability reaches 90%, the accuracy rate reaches 

93.6%. When the prediction probability is only 30%, the accuracy rate is only 55%. When the 

prediction probability reaches 60%, the accuracy rate has reached more than 78%, indicating that 

the prediction results are good. 

4.2. Local April Lightning Potential Forecast 

Table 2 shows the accuracy rate, false alarm rate and false alarm rate of local lightning potential 

probability in March. It can be found from Table 2 that although the accuracy rate is lower than the 

false rate when the prediction probability is only 30%, the accuracy rate increases with the 

prediction probability. 
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Table 2. Local lightning potential forecast in April  

 Accuracy rate Empty report rate Missing report rate 

30 46 49.2 4.8 

40 52 43.1 5.1 

50 60 33.8 6.2 

60 68 24.9 7.1 

70 74 18.1 7.9 

80 80 11.5 8.5 

90 91 0.1 8.9 

 

 

Figure 3. Local lightning potential forecast in April 

As shown in Figure 3, we can see that the distribution of lightning potential prediction 

probability is more than 60%, and the probability of lightning occurrence is high. The use of 

decision tree has a high accuracy rate for lightning potential prediction, and the effect is significant, 

especially when it is greater than 70%. 

5. Conclusion                                                        

Through the monitoring of lightning, this paper uses GIS (spatial analysis and multi parameter 

comprehensive modeling) technology to establish anomaly rate models of different meteorological 

elements, atmospheric average intensity weighting and traditional voltage pulse amplitude inversion 

methods to realize lightning strike proximity recognition. In this paper, the lightning early warning 

methods based on the ground meteorological elements of a single station are studied and 

summarized in depth, and combined with practical applications, on the basis of the measured data 

of a single station, a lightning strike approaching early warning system is established based on 

regression analysis, using time series correction algorithm and other technologies. Due to the 

complexity of the detection environment, the relevant experiments in this paper cannot meet the 

detection requirements under all environmental conditions. 
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