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Abstract: As an important material carrier of urban space, road network is considered as 

the "fingerprint" of a city. Its model reflects the modernization process of a city. Extracting 

and analyzing the structural model of urban road network is helpful to understand urban 

development and build a better urban form. In order to solve the shortcomings of the 

existing research on pattern recognition methods of urban road network, this paper 

discusses the pattern classification of urban road network, the pattern recognition of road 

network distribution and the support vector machine, discusses the selection and 

establishment of road network samples and the recognition parameters of road network 

patterns, and discusses the design of the pattern recognition model of urban road network. 

Finally, the recognition model designed in this paper is compared with CNN, RF and 

GBDT. The experimental results show that the recall rate, accuracy rate and recall rate of 

SVM urban road network pattern recognition reach 97.8%, which is superior to the other 

three recognition methods. Therefore, it is verified that the pattern recognition method of 

urban road network based on support vector machine algorithm has high practical value. 

1. Introduction 

Road network is one of the most basic elements in maps and geospatial data, and it is the basis 

for expressing and analyzing urban spatial activities. Pattern recognition of map elements can 

automatically mine hidden knowledge, relationships or internal patterns from vector maps, which 

provides powerful support for cartographic generalization, construction and updating of multi-scale 

spatial databases, and has a certain impact on applications such as cyberspace analysis. 

Nowadays, more and more scholars have done a lot of research on pattern recognition methods 

of urban road network through various technologies and system tools, and have also made certain 
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research achievements through practical research. Bohua aims to directly extract the local road 

network topology in the complex urban environment from the bird's eye view (BEV). The road 

topology is represented by a set of directed lane curves and their interactions, which are captured 

using their intersections. In order to capture topology better, the concept of minimum cycle and its 

coverage is introduced. The minimum loop is the minimum loop formed by a directed curve 

segment (between two intersections). The cover is a group of curves whose line segments 

participate in forming the minimum cycle. First, it is shown that the cover is sufficient to uniquely 

represent the road topology. Then, the covering is used to supervise the depth neural network, as 

well as the lane curve supervision. These studies predict road topology from a single input image. 

The results of NuScenes and Argverse benchmark tests are significantly better than those of 

baseline tests [1]. In order to solve the problems in the existing road network spatial pattern 

recognition methods, a new urban center recognition method based on road line kernel density is 

proposed. First, the continuous density surface of the road is generated by kernel density estimation. 

Then, according to the statistics of density values, contour lines are used to depict the city center. 

These centres fall into three categories, namely global centres, local centres and fake centres. The 

false center is removed according to the region threshold and spatial relationship. Finally, the global 

centers and local centers are classified according to the centrality index [2]. A spatial and interactive 

spatial graph inference (SPIN) module is proposed. When it is inserted into ConvNet, the module 

infers the graphics constructed from the space projected by the feature map and the interactive area. 

Spatial reasoning extracts the correlation between different spatial regions and other contextual 

information. SPIN extracts long-distance dependencies between road sections and effectively 

describes roads from other semantics. A SPIN pyramid is also introduced, which performs SPIN 

graph inference across multiple scales to extract multi-scale features. A road segmentation network 

based on stacked hourglass modules and SPIN pyramid is proposed. Compared with existing 

methods, this network has better performance [3]. Although the existing research on pattern 

recognition methods of urban road network is very rich, there are still many problems in its 

practical application. 

This paper combines the theories and methods related to road network pattern and support vector 

machine algorithm, conducts in-depth research on urban road network pattern on the map, uses 

support vector machine algorithm to identify grid pattern in road network, and enriches the theories 

and methods of spatial data mining for cartographic generalization and multi-scale expression. In 

the part of urban road network pattern recognition, this paper first analyzes some existing road 

network recognition algorithms, and then makes an in-depth study of the principle of SVM 

classification. While solving the problem of SVM multi classification, the concept of core similarity 

merging is proposed, and this classification algorithm is applied to urban road network pattern 

classification, which greatly reduces the number of SVM classifiers, and thus improves the 

efficiency of license plate recognition. 

2. Design and Research of Urban Road Network Pattern Recognition Method Based on 

Support Vector Machine Algorithm 

2.1. Identification of Urban Road Network 

(1) Type of urban road network mode 

1) Geometry mode 

It refers to that part or all of the road network is geometrically close to a certain shape in human 

perception, such as linear mode, grid mode, ring mode, etc. [4]. For example, linear mode refers to 

the mode formed by connecting road segments as long as possible while maintaining smoothness. 

Grid mode refers to the road network mode formed by the intersection of two groups of 
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approximately parallel roads. The ring pattern refers to a nearly circular road pattern around the city 

center [5]. 

2) Functional structure mode 

The functional structure mode refers to the parts of the road network that play an important role 

in transportation and urban form, such as overpasses, multi lane roads, etc. They bear the main 

traffic flow of the city, connect different functional areas of the city, and generally have a higher 

road grade [6]. The recognition of road functional structure pattern is of great significance for road 

mapping synthesis, road network updating, etc. [7]. 

3) Topology mode 

It refers to the topological network analysis based on road composition, from which the 

statistical characteristics of various topological parameters are extracted and the laws and patterns 

that the characteristics conform to are summarized, such as degree distribution, small world effect, 

degree correlation, hierarchical organization, etc. [8]. 

4) Attachment mode 

It refers to the mode reflected by the phenomenon that depends on the road, such as traffic flow, 

infrastructure distribution, etc; Derived mode refers to a high-order mode that can be extracted from 

the spatial distribution of roads, such as urban center, sight line, etc. [9]. 

(2) Pattern recognition of road network distribution 

Road network spatial distribution pattern recognition is a process of extracting road network 

structure patterns by measuring one or more attributes of the road network (such as length, direction, 

connectivity, density, etc.) in combination with statistical classification, syntax model or machine 

learning methods [10]. In addition to the roads and road nodes themselves, the following data 

models are also required for the identification of road network distribution patterns [11]. 

1) Road mesh 

A road mesh is a closed polygon enclosed by road lines. The road mesh is a face object 

constructed artificially according to the structure of the road network, not a real geographical entity 

[12]. According to the complexity, the road mesh can be divided into basic mesh and composite 

mesh. The road mesh can be used as the basic unit of circular pattern and grid pattern recognition. 

Different types of pattern recognition adopt different description parameters. For example, circular 

pattern can be measured by roundness index and shape angle parameter of mesh, while grid pattern 

is usually described by rectangle degree, size and shape parameter of mesh [13]. 

2) Road network diagram 

Road network graph is a network model that describes the topological structure of road network 

by graph theory. It is composed of many nodes and their relationships. The topology of the network 

is reflected in the correlation and order between nodes [14]. Road network graph is the basic data 

model of road network distribution pattern recognition: the original graph is used to measure the 

geometric characteristics of adjacent roads, such as road length, included angle and turn; The dual 

graph is used to describe the topological importance of roads, such as network connectivity, 

proximity centrality and intermediary centrality [15]. 

2.2. Support Vector Machines 

(1) Statistical learning 

Statistical learning variables: v  and v  input a dependency relationship, that is, in a set of 

sample probability ),( vuW , statistical learning problem m  identification samples 

),),...(,(),,( 2211 mm vuvuvu
, and in a group of functions  ),( quw , find an optimal function 

),( 0quw
 

to pre identify samples. 
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Minimum, where  ),( quw  is called evaluation function set and q  is generalized sample 
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 is the generalized sample vector that minimizes equation (2). Because equation (2) 

identifies the parameters defined by sample data [16]. 

(1) Structural risk minimization principle 

Formula (3) is expressed by the bound measuring the generalization ability of the classifier. 
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Where, )(G  is the actual recognition result, 
)(empG

 is the empirical recognition result, k  

is the VC dimension, i  is the number of training set samples, and 1  is the confidence level. 

3. Research on Pattern Recognition Method of Urban Road Network Based on Support Vector 

Machine Algorithm 

3.1. Selection and Establishment of Road Network Samples 

In this paper, the 1:10000 scale road network data of a city is selected as the experimental data to 

ensure that the selected samples include data from different geographical regions such as cities, 

rural areas and suburbs. Samples are divided manually by participants. Participants will manually 

cut out samples of grid mode, irregular mode and radiation mode. During cutting, due to insufficient 

sample data, there is regional overlap between samples. At the same time, because the number of 

samples of radiation mode is too small, this paper adds a batch of radiation samples by manual 

means (moving nodes, moving edges, adding roads, deleting roads) [17]. The original data and the 

data of linear division are shown in Table 1. 

Table 1. Data samples 

Project Numerical value 

Total number of roads 14328 

Grid Mode Road 7654 

Irregular mode 5231 

Network mode linear unit 7116 

Irregular mode linear unit 6541 

3.2. Cognitive Parameters of Road Network Model 

Considering that this paper uses the linear subdivision model of road network to model the road 

network, we need to use visual variables to describe the visual features of linear units, mainly 

considering the location, direction and connection features. However, as the road network is a 

complex spatial network, additional attention should be paid to its connection characteristics. It 

should be noted that the semantic attributes of roads are also an important part of Gestalt's theory, 

which will also have an impact on spatial cognition. The semantic attributes of roads mainly refer to 
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the grades and categories of roads. This paper summarizes the cognitive parameters of the road 

network model from three aspects: location, perspective and connection characteristics, as shown in 

Table 2 [18]. 

Table 2. Cognitive parameters of road network 

Variable Index Computing method Meaning 

Positional feature 

Center 

distance 
22 )()( yxyx vvuu   Midpoint distance of linear unit 

Center 

direction 
  

The direction of the connecting line between the 

midpoint and the central point of the linear 

element 

Angular feature 
Line element 

direction 
21

211tan
yx

yx

uu

vv






 Direction of linear unit 

Connection 

characteristics 

Degree of 

node 
- Number of sides connected by linear cells 

4. Research on the Application of Support Vector Machine Algorithm to Urban Road Network 

Pattern Recognition 

4.1. Pattern Recognition Process of Urban Road Network Based on Support Vector Machine 

Algorithm 

Figure 1 shows the process of road network pattern recognition system based on support vector 

machine classification. It mainly consists of five parts: road network modeling, feature extraction, 

road network segmentation, road network pattern recognition and classified output. 

(1) Road network diagram modeling. In this part, after cleaning the vector data of the road 

network, the road segment is divided into several linear elements by linear subdivision, and then the 

linear elements of the road network are taken as graph nodes, the connection relationship between 

the elements is taken as the edge of the graph, and the road network is modeled as an undirected 

plan. 

(2) Feature extraction. This part needs to extract the graph node features of the road network, 

including location features, angle features, and connection features. 

(3) In the road network segmentation part, the vertical and horizontal projection method is 

mainly used to segment the road network in combination with the prior knowledge of the road 

network. In the road network recognition part, it is actually the road network classification stage. 

Correct classification of the divided road network can produce correct recognition results. 

(4) In the part of road network recognition, the SVM algorithm of kernel similarity merging 

proposed in this paper is mainly used to classify and recognize the segmented road network. 

(4) Classified output. The validation samples are input into the trained support vector machine 

model, and the output samples are classified into three categories: radial mode, grid mode and 

irregular mode. 
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Figure 1. Process of urban road network pattern recognition system 

4.2. Application of Support Vector Machine Algorithm to Urban Road Network Pattern 

Recognition 

In order to compare the recognition effect of the support vector machine algorithm with other 

methods, this paper selects three classic classification methods, CNN, RF and GBDT, as reference, 

selects the 1:1000 scale road network data of a city as experimental data, and similarly selects 20% 

samples as training training. The experimental results are shown in Table 3. 

Table 3. Algorithm recognition performance 

Algorithm SVM RF GBDT CNN 

Recall ratio 93.1% 78.5% 76.5% 85.4% 

Accuracy 96.3% 79.4% 78.2% 87.8% 

Call back rate 97.8% 81.2% 77.3% 86.7% 

Road network diagram modeling 

feature extraction 

Road network segmentation 

Pattern recognition of road 
network 

Classified output 
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Figure 2. Comparison of algorithm recognition performance 

As can be seen from the data in Figure 2, except for GBDT, the other three methods have good 

phenotypes. Among them, the SVM algorithm and CCN model proposed in this paper have better 

classification effects than other methods. GBDT performs very poorly in the case of uneven sample 

distribution, which is significantly worse than other methods. Compared with other machine 

learning methods, the recall rate of SVM algorithm in urban road network pattern recognition is 

93.1%, while the recall rates of RF, GBDT and CNN are 78.5%, 76.5% and 85.4% respectively. 

The accuracy of SVM algorithm in pattern recognition of urban road network is up to 96.3%. The 

recall rates of RF, GBDT and CNN reached 79.4%, 78.2% and 87.8% respectively. The recall rate 

of SVM algorithm in pattern recognition of urban road network is as high as 97.8%. The recall rates 

of RF, GBDT and CNN reached 81.2%, 77.3% and 86.7% respectively. 

5. Conclusion 

This paper summarizes the cognitive parameters of the road network model from three aspects: 

location, angle and connection characteristics, and uses the corresponding parameters to describe 

these characteristics. The pattern recognition model of urban road network based on support vector 

machine algorithm is designed. The support vector machine algorithm is used to recognize the grid 

pattern, and experiments are carried out on the grid pattern as the main pattern data of urban roads. 

Support vector machine algorithm is more comprehensive in grid pattern recognition, and the 

recognition results have higher accuracy. Through comparative experiments, it is found that the 

effect of support vector machine in grid pattern recognition is better than that of RF, GBDT and 

CNN recognition models, which proves the effectiveness of the algorithm in this paper. 
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