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Abstract: The rapid development of real-time hardware generation has led to low latency 
computing becoming one of the factors to improve system performance. This paper 
discusses the delay challenges in real-time hardware generation, including low efficiency 
of hardware resource scheduling, bandwidth limitation of data transmission, memory 
access bottleneck and insufficient collaborative optimization of hardware and software, and 
proposes to use dynamic scheduling to improve the efficiency of hardware resource use, 
upgrade the data transmission interface to improve bandwidth, and realize intelligent cache 
management to improve memory access speed. And deepen the hardware and software 
co-design to improve the running degree, effectively reduce the delay time, improve the 
comprehensive performance of real-time hardware generation. 

1. Introduction 

In the context of the rapid development of information technology, the development of real-time 
hardware generation systems has brought an important impact on the development of various 
industries, including autonomous vehicles, financial exchange and industrial control. Low latency 
computing is a key factor to ensure system performance. However, due to the limited hardware 
resources, the bandwidth limit of data transmission and the bottleneck of memory access, low 
latency computing in real-time hardware generation faces many challenges. This paper will deeply 
discuss the current status of low latency computing technology, analyze the main problems and 
optimization paths, in order to provide reference for the innovation and development of related 
technologies. 

2. Key technologies of low latency computing 

The core goal of low latency computing is to achieve real-time task completion by reducing 
system reaction time. This involves many technical levels, including hardware architecture 
optimization, data transmission acceleration, memory and cache management, parallel computing 
and task scheduling. Hardware acceleration plays a decisive role, such as GPU, FPGA, ASIC and 
other hardware accelerators have greatly improved the performance of computing. GPU can process 
a large amount of information at the same time, which is suitable for large traffic data processing. 
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Fpgas can greatly increase the computation time through the execution of custom accelerators on 
the hardware. Asics provide specialized computing power, especially when small latency is required. 
Other improvements in memory and data exchange can also help reduce latency. By improving the 
hierarchical structure of memory, intelligent buffer management and memory prefetch strategy, the 
access speed of memory can be improved effectively, and the access delay of memory can be 
reduced. For data transmission, high-speed interconnects (such as NVLink) and efficient 
communication methods can speed up data exchange, thereby further reducing latency. Parallel 
computing and task scheduling use various types of processors and distributed computing platforms 
to make full use of computer resources, thereby improving work efficiency. In addition, there is a 
real-time operating system (rtos) and advanced scheduling algorithm to avoid scheduling delays. 
Figure 1 below summarizes the multi-layered technical support for low latency computing: 

 

Figure 1.Multi-level technical support for low-latency computing 

3. Status of low latency computing technology in real-time hardware generation 

3.1 Low hardware resource scheduling efficiency 

The low efficiency of hardware resource scheduling in real-time hardware generation is mainly 
reflected in the aspects of resource contention, load imbalance, scheduling delay and resource waste. 
Due to the extensive use of GPU, FPGA and other hardware accelerators, multiple computing tasks 
need to be scheduled to different hardware components. Under the above conditions, traditional 
manual scheduling methods cannot adapt to task changes, resulting in the system cannot effectively 
schedule limited hardware devices. Resource contention is an important cause of inefficient 
hardware resource scheduling. Multiple tasks competing for the same type of hardware resources 
will reduce computing performance and delay system reaction time. The performance of load 
imbalance is significant. Some hardware components delay the execution of tasks due to overload, 
while some hardware components are idle due to improper scheduling, resulting in a waste of 
computing resources. Scheduling delay hinders the fast response to high-priority tasks and affects 
the real-time performance of the system. Hardware resource waste exists in manual scheduling. The 
static allocation of some hardware resources does not follow the requirements of tasks and remains 
idle for a long time. Table 1 below shows the possible effects of inefficient hardware resource 
scheduling: 
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Table 1.Impacts of low hardware resource scheduling efficiency 
influence expression reason 

Resource contention 
The parallelism of computing tasks 
decreases and the overall latency 

increases 

Static scheduling cannot handle the 
resource requirements of multiple 

tasks 

Load unbalance 
Some hardware units are overloaded 
and the task execution efficiency is 

low 

Scheduling algorithm can not allocate 
computing tasks reasonably 

Scheduling delay 
The response of high-priority tasks is 

delayed, affecting system 
performance 

Lack of flexible priority scheduling 
mechanism 

Hardware resource waste 
Some hardware units are idle and 

cannot fully utilize computing 
resources 

Resource scheduling cannot be 
dynamically adjusted based on task 

requirements 
 
Table 1 shows that the inefficiency of hardware resource scheduling is mainly reflected in 

resource contention, load imbalance, scheduling delay, and resource waste. These problems 
seriously affect system performance. 

3.2 Limitation of data transmission bandwidth 

The limitation of data transmission bandwidth is an important factor affecting system 
performance and latency. With the increasing complexity of computing tasks, the amount of data in 
computing tasks increases gradually, which leads to the bottleneck of data transmission and 
increases the system delay time. The main reason is the bandwidth limit of the hardware interface 
itself. For example, traditional bus and network interfaces (such as PCIe and Ethereal) cannot meet 
the high-speed communication of large amounts of data, especially in multi-core cpus and 
multi-task parallel computing. At the same time, the design of the transmission protocol does not 
effectively improve the data transmission path, resulting in a lot of unnecessary delays and a lot of 
ineffective bandwidth consumption in the process of data transmission, and then affect the overall 
performance of the system. In addition, the limitation of data transmission bandwidth will directly 
affect the computing efficiency. In real-time tasks that require a large amount of data to interact 
frequently, bandwidth bottlenecks may also cause data transmission delays, resulting in slower 
computing processes. Bandwidth limitations also cause low utilization of hardware devices, causing 
some hardware modules to wait for data without reason, and thus cannot operate efficiently. Table 2 
below summarizes the possible effects of data transmission bandwidth limitations: 

Table 2. Impact of data transmission bandwidth limitation 
influence expression reason 

Data transmission delay 
The system response time is extended 

and the real-time performance is 
reduced 

The bandwidth of the hardware 
interface is insufficient to meet the 
transmission requirements of large 

amounts of data 

Computational efficiency decline 
The data processing speed is reduced 
and the overall task execution time is 

increased 

The transmission protocol is not 
optimized, and the bandwidth 

resources cannot be used efficiently 

Uneven utilization of hardware 
resources 

Some hardware units are idle and do 
not fully participate in computing 

tasks 

Data transmission bottlenecks prevent 
the hardware from working efficiently 

Uneven utilization of hardware 
resources 

Efficient parallel task processing is 
limited by bandwidth 

Due to insufficient bandwidth, data 
transmission cannot be completed in 

time, affecting the parallelism 
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As can be seen from Table 2, the limitation of data transmission bandwidth directly affects the 
computing efficiency and real-time performance of the system, resulting in transmission delay, 
hardware resource waste and limited parallel computing capability. 

3.3 Memory Access Bottlenecks 

Memory access bottleneck is one of the key factors affecting low latency computing 
performance. With the complexity of computing workload, the continuous data interaction between 
CPU and memory makes the memory access rate a bottleneck that affects the response time and 
execution efficiency of the system. The deepest root of the memory access bottleneck lies in the 
storage access hierarchy and its memory access methods. In general, memory is divided into 
different layers (such as L1, L2 cache, and main memory, etc.), and different layers have different 
access rates, and if the CPU needs to obtain data from a lower memory layer, the data transmission 
latency will increase significantly, thereby reducing the performance of the entire system. 
Especially for parallel computing environment, when multi-core or compute nodes request memory 
data at the same time, memory access conflict and memory access bandwidth competition further 
aggravate the bottleneck. Memory bandwidth bottlenecks and memory access delays are the main 
factors causing bottlenecks. Although the memory bandwidth is improved, the memory read and 
write rate cannot meet the requirements of real-time computing in the case of high concurrency and 
big data processing, and the unreasonable memory access mode and memory layout will increase 
the latency, especially in the case of frequent access to a large amount of data, memory access 
bottlenecks are more prominent. Table 3 below analyzes the impact of memory access bottlenecks 
on system performance: 

Table 3. Analysis of the impact of memory access bottleneck on system performance 
influence expression reason 

Data processing delay System response time increases, 
affecting real-time performance 

Memory access is slow and the 
processor is idle while waiting for 

data 

Insufficient utilization of computing 
resources 

The computing unit is idle and 
hardware resources cannot be used 

efficiently 

The memory bandwidth is 
insufficient, and the data transmission 
speed limits the usage of computing 

resources 

Parallel computing performance 
deteriorates 

Multi-core or multi-processing unit 
collaboration is inefficient and task 

latency increases 

Multiple threads or cells compete for 
memory bandwidth, causing delays 

System performance degradation Overall system efficiency decreases 
and task processing time increases 

The memory level access is improper, 
and the memory level that is slow is 

frequently read 
As can be seen from Table 3, memory bandwidth limitation and access delay are key factors of 

the bottleneck, which leads to data processing delay, insufficient utilization of computing resources, 
and degraded performance of parallel computing. 

3.4 Insufficient collaborative optimization of hardware and software 

The lack of hardware and software co-optimization is the key factor affecting the performance of 
low latency computing. In the process of hardware optimization and software optimization, the lack 
of close connection between hardware and software will cause the function of hardware not to be 
fully utilized, resulting in the decline of the ability of the whole system. It is mainly caused by the 
division of hardware structure and software design, and does not take into account the 
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characteristics of hardware in the level of software implementation, resulting in software can not 
give full play to the hardware equipment, resulting in the delay of the system. At the same time, the 
software algorithm design often does not consider the hardware platform and is specially designed, 
resulting in the parallel computing function of the hardware can not be played, and the performance 
of a lot of parallel work is more prominent. The lack of coordination between hardware resource 
management and task scheduling also exacerbates this bottleneck. Lack of effective collaboration 
between hardware and software, resulting in hardware devices are not well used, there are some 
hardware devices waiting for data, no action, or tasks can not be evenly distributed between the 
calculator, will lead to increased latency of the system. Table 4 below summarizes the impact of 
insufficient hardware and software collaborative optimization on system performance: 

Table 4.Effects of insufficient collaborative optimization of hardware and software on system 
performance 

influence expression reason 

Data transmission delay 
The computing power of the 

hardware accelerator is not fully 
utilized 

Software is not optimized and 
resources are not scheduled according 

to hardware characteristics 

Computational efficiency decline The task execution time is long, and 
the overall performance deteriorates 

Software algorithms are not 
optimized for hardware platforms 

Uneven utilization of hardware 
resources 

The real-time task response time is 
prolonged, which affects the real-time 

performance of the system 

Improper scheduling and coordination 
between hardware and software and 

uneven resource allocation 

Parallel computing capability is 
limited 

The processing efficiency of 
multi-core or parallel computing tasks 

is low 

The hardware and software do not 
cooperate efficiently, and the task 

scheduling is unreasonable 
As can be seen from Table 4, insufficient collaborative optimization of hardware and software 

leads to waste of hardware resources, decrease of computing efficiency and increase of system 
delay. The main reason lies in the lack of effective coordination between hardware architecture and 
software design and improper resource scheduling. 

4. Low latency calculation optimization strategy in real-time hardware generation 

4.1 Dynamic scheduling improves hardware resource utilization 

Dynamic scheduling is a relatively scientific and effective optimization strategy, that is, to 
maximize the use of hardware equipment by properly adjusting the configuration of tasks and 
hardware equipment. Dynamic scheduling allocates computing resources based on the task 
importance level, current hardware device status, and task requirement ratio. Computing resources 
are allocated using scheduling technologies, such as load balancing and priority scheduling, to 
prevent too many hardware devices from being idle or underutilized and enhance the practical 
application benefits of hardware devices. Suppose the system has N tasks and M hardware 
resources, where the computing requirements of each task and the processing power of each 
hardware resource can be represented as a two-dimensional matrix.Quest i The computing 

requirements are iC ,Hardware resource j The processing capacity is jP ,The goal of dynamic 
scheduling is to maximize hardware resource utilization while ensuring that each task is completed 
within a specified time. The formula for hardware resource utilization can be expressed as: 
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Among them, Presentation task i Whether to allocate hardware resources j ，If task i Allocate 

resources j ，the 1=ijx Or else 0=ijx
。Through the dynamic scheduling algorithm, the value can 

be adjusted according to the real-time load changes, so that the hardware resources can be optimally 
allocated, and the computing efficiency of the system can be improved and the delay can be 
reduced. 

4.2 Upgrading a Data Transfer Interface to increase bandwidth 

The bandwidth of the data transmission interface is one of the key factors that determine the 
performance of the system. Data transmission bandwidth can be optimized by using high-speed 
interconnection technologies, such as Peripheral Component Interconnect Express (PCIe) and 
NVLink. This kind of high-speed transmission data interface can significantly increase the rate of 
data transmission and reduce the delay of data transmission. Data compression and Efficient Data 
Transfer Protocol (RDMA) can also further improve bandwidth utilization to reduce network load. 
Assume that there are N data blocks in the system that need to be transferred between different 

hardware resources, and the size of each data block is iD , the transmission speed is jV ,Then the total 

data transmission bandwidth totalB It can be expressed as: 
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Among them, Is the transfer time of data block i ,The calculation formula is j

i
i V

DT =
，That is, the 

size of the data block divided by the transfer speed. By adopting higher speed interface technologies 
such asPCIe 4.0Or later versions, or the introduction of dedicated data transfer channels (such as 

using NVLink), can be significantly improved jV ,This reduces the transfer time of each data block
iT ，Thereby increasing the total transmission bandwidth totalB  

3.3 Implementing Intelligent Cache Management to improve memory access efficiency 

In low latency computing, it is very important to improve the efficiency of memory access. 
Enhancing computing power by optimizing memory access performance has become one of the key 
measures in low-latency computing. The core of it is to predict the required data size by observing 
and understanding the use of memory, and put frequently used information into the cache in 
advance, thereby reducing the delay caused by repeated memory reads and writes. The ways to 
improve cache include the selection of cache replacement, the prefetch technology and the 
management of cache consistency. Reasonable prefetch and replacement policies can effectively 
improve the cache hit ratio and reduce the memory access delay. Set the cache hit ratio to H and 

cache access time to cacheT , the memory access time is memoryT , the overall access delay totalT It can be 
expressed by the following formula: 

ijx

ijx

Ti
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Improve cache hit ratio by optimizing cache management , can significantly reduce memory 

access time To improve the overall system access efficiency. Intelligent cache management can 
dynamically adjust cache policies for different computing tasks, effectively reducing memory 
access bottlenecks, and improving low latency performance of the system. 

3.4 Deepen hardware and software co-design to improve execution efficiency 

The co-design of hardware and software is the key to reduce system delay. Through hardware 
and software co-design, the system's non-response time and task delay can be reduced by 
controlling and optimizing the running flow of hardware devices and software algorithms on the 
basis of ensuring the normal operation of the system. Hardware and software co-design includes 
hardware architecture design and software algorithm design. For example, the use of hardware 
accelerators (such as FPGA, GPU) for specific computing tasks to customize the hardware design 
can effectively improve performance. In addition, software can also take full advantage of related 
hardware devices by using relevant compilation modes or libraries (CUDA, OpenCL, etc.) and 
other tools. Therefore, it is necessary to maintain a high degree of consistency between hardware 
resource control and scheduling and allocation software algorithms to avoid the computation delay 
caused by resource waste and conflict. Set the total number of tasks to be executed in the system to 

N and the execution time of each task to iT ,The parallelism of hardware resources is P, then the total 

execution time of the system totalT It can be expressed as: 
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By optimizing the parallelism P of hardware resources and task scheduling, it can be 

significantly reduced totalT To improve the execution efficiency of the system. The deepening of 
hardware and software co-design enables the system to utilize hardware resources more efficiently, 
reduce computing latency, and improve the overall performance of low-latency computing. 

5. Conclusion 

The real-time hardware production technology with low latency computing plays an important 
role in the context of the operation of high-intensity tasks and the increasing demand for fast 
response. This paper analyzes the factors that affect the efficiency of low-delay computing, and by 
introducing dynamic scheduling algorithm, improving the bandwidth of data transmission interface, 
optimizing cache management strategy and deepening the co-design of hardware and software, the 
performance and low delay of the system can be significantly improved, and lays a foundation for 
the further development and practical application of low-delay computing technology. 
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