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Abstract: Due to the large amount of data information in the reservoir, it is difficult to 

process or obtain accurate required parameters. There is a large amount of untreated gas in 

Daniudi gas field, and there are problems such as small wellhead, high temperature and 

rapid pressure change. Therefore, intelligent identification of reservoir fluid in Daniudi gas 

field is studied in this paper. Its purpose is to improve the recognition ability by using 

machine learning algorithm. This paper mainly uses the methods of experiment and 

comparison, selects 5 groups of data from the samples for comparison, and expounds the 

application of related algorithm models in reservoir fluids. The experimental data show 

that the error data of velocity density as input set and sensitive parameter are not very 

different, mostly within 1. But the input of sensitive parameters can get smaller error. 

Therefore, parameters with high sensitivity can be added for fluid identification. 

1. Introduction 

With the rapid development and updating of computer technology, people have a deeper 

understanding of large capacity, real-time computing. Under different wheel diameters, spectral 

characteristics of Daniudi gas field are established using SVM. The experimental data are 

preprocessed, and the corresponding neural network model is constructed by identifying the 

isotropic coefficient and dielectric constant n value of each parameter in the image and obtaining 

the corresponding relationship matrix KS-MLR representation of the pixel points. The training 

sample vector is used as the support vector, combined with AdaBoost algorithm to obtain the 

reservoir structure for the convenience of subsequent research. 

There are many theories about machine learning algorithm, adaboost algorithm and gas field 

reservoir fluid identification. For example, some people put forward that fluid identification is 
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difficult in Daniudi gas field due to complex reservoir, diversified mineral components, complex 

reservoir space and strong heterogeneity [1-2]. Some scholars have finally established a suitable 

fluid identification template in combination with the study of reservoir fluid properties and four 

property relations [3-4]. Some scholars also combined the logging response with the "four 

characteristics" relationship characteristics, and used core, testing, logging and other data to identify 

the fluid properties of the volcanic reservoir of Yingcheng Formation in the study area [5-6]. 

Therefore, it is necessary to detect the complex environment for gas field identification research. 

The Adaboost algorithm proposed in this paper can play a certain role. 

In this paper, the reservoir fluid identification method is first studied, and the reservoir structure 

is also analyzed accordingly. Secondly, the principle of AdaBoost algorithm is analyzed to highlight 

its role in gas field identification. Then, a brief description of Daniudi gas field is given to clarify 

the purpose of the research object in this paper. Finally, the relevant conclusions are drawn through 

experiments and data analysis. 

2. Gas Field Reservoir Fluid Identification Based on AdaBoost Machine Learning Algorithm 

2.1. Reservoir Fluid Identification Method 

With the exploration and development of low permeability and tight oil and gas fields, a series of 

new logging technologies have been developed rapidly, such as the "addition" of nuclear magnetic 

resonance logging calculation, which has improved the ability to use this technology to describe 

reservoirs in detail and identify fluids. It also provides more new methods for identifying fluid 

properties in tight reservoirs. Reservoir fluid logging facies is the most important part of reservoir 

logging facies. The reservoir fluid logging facies, literally, refers to the properties of the fluid 

contained in the reservoir section according to the profile of a single well. Its types include dry layer, 

water layer, oil-water layer and oil-gas layer [7-8]. 

The best method to identify oil and water layers in the work area is to use the cross plot method 

based on the correlation between parameters and two discriminant vectors of logging multi 

parameters. It is mainly to collect parameters that can reflect fluid properties more accurately and 

effectively and adopt reasonable mathematical classification criteria according to the characteristics 

of logging response curve and production test and development data. 

Because the reservoir fluid properties are greatly affected by lithology, pore structure, etc., the 

resistivity of water layer and oil layer is mixed with each other, and there is no obvious boundary, 

so it is difficult to identify its oil and water layers using conventional methods. The correlation 

between lithology, physical property and oil bearing property of oil layer and water layer is used for 

fluid discrimination. In order to remove the changes in lithology, physical properties and bottom 

water layer with oilfield development or other geological reasons, which may cause certain 

deviation or impact on resistivity logging curves, and also to enhance the appearance of oil-bearing 

characteristics of the reservoir, provide the coefficient derived from the increase of resistivity to 

judge the fluid properties. According to its sedimentary characteristics, reservoir physical properties, 

oil testing and production conditions, its oil and gas filling intensity can be inferred. The formation 

water resistivity in the study area can be calculated by comprehensively using the potential logging 

curve and the apparent formation water resistivity in each layer to make qualitative and quantitative 

discrimination of reservoir fluid [9-10]. 

Because the internal structure of the reservoir is divided into two parts from top to bottom, one is 

the airway, and the other is the fracture. Here, we mainly realize fluid identification by detecting the 

change of different side pressure. Reservoir porosity is one of the important parameters to 

characterize fluid properties. It is related to factors such as pressure difference and volume loss, and 

has relatively little influence on these factors. So here we use piezoelectric materials for research. In 
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reservoir, the velocity of fluid is related to pressure distribution, velocity field strength and 

temperature. When the fluid enters, its energy is high. It has good dynamic performance when the 

pressure difference is large and there is a large amount of turbulence load [11-12]. 

2.2. AdaBoost Algorithm Principle and Analysis 

The development of neural network enables us to process seismic data manually. In Daniudi gas 

field, there are many complex factors, so there are many parameters. And these large amounts of 

information are contained in many hidden layers, neurons, topology, external environment and 

other influence media. If all hidden layers can be taken into account, it shows that neural networks 

can make good use of this aspect. Boosting method makes the subsequent learning machine more 

focused on the problem of sample discrimination. Boosting method can enhance the generalization 

ability of a given algorithm. Secondly, this method may lead to unstable data performance [13-14]. 

Based on the feature analysis method of neural network, when the training sample data set appears, 

the model is adaptively learned through artificial neurons. Then output to each region according to 

the preprocessing results. The algorithm adopts unsupervised updating method. It is different for 

different information points, and there is a certain deviation, which makes it impossible to identify 

the required accurate pattern.   However, when a large number of data sets exist at the same time 

and the frequency of the curve smaller than the minimum value is high, it will cause local extremely 

inaccurate phenomena, resulting in the rate of wrong prediction and correct decision-making. 

SVM algorithm has the characteristics of high precision, stable learning performance and strong 

scalability. Therefore, here we will focus on the Adaboost classifier model and other reservoir fluid 

identification methods. First, the mathematical model is established and the preprocessing steps are 

proposed. Secondly, the experiment set of training language alignment is conducted. Feature 

selection and synthesis are performed again. This paper uses cluster analysis technology. AdaBoost 

is an iterative algorithm that is implemented by changing the data distribution. The AdaBoost 

classifier can be used to place the key on the key training data [15-16]. The boosting algorithm flow 

is shown in Figure 1: 
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Figure 1. Boosting algorithm process structure 
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AdaBoost algorithm is an adjusted Boosting algorithm, which can adaptively adjust the errors of 

weak classifiers obtained from weak learning. The maximum training error of the final classifier 

generated is: 
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If the number of training iterations is too many, it will lead to the phenomenon of over 

adaptation or degradation. Therefore, the number of iterations must be properly selected. 

In AdaBoost method, the information of weak classifier error limit is no longer needed, which 

undoubtedly has important theoretical significance and practical value. Due to its solid theoretical 

basis, accuracy of prediction and simplicity of calculation, Adaboost has also been applied in the 

field of intelligent identification in gas fields. In this paper, a mathematical model is established to 

identify the training sample data. After construction, we need to combine the eigenvalues and 

eigenvectors to form a new weight function. According to this implementation, important 

information such as all element parameters and weights in the whole link is extracted and the 

corresponding result output is generated.   Then we can use this process to complete the input to 

the specific area contained in the neural network. Reservoir fluid recognition based on AdaBoost is 

realized by digitizing the input image and feature extraction. The unsupervised learning algorithm 

(such as neural network) is mainly aimed at the detection system with less damage or insensitive 

parameters [17-18]. 

2.3. Daniudi Gas Field 

Daniudi Gas Field is located in the north of Ordos Basin. Most reservoirs in the work area are 

tight and low permeability reservoirs, and these reservoirs have strong heterogeneity. Due to the 

influence of these characteristics in physical properties, the distribution of gas reservoirs is 

relatively dispersed. It increases the difficulty of reservoir prediction and improves the requirements 

of reservoir prediction. Seismic inversion technology is the core technology of reservoir prediction, 

and high-precision inversion technology becomes the key of reservoir prediction. 

In order to make full use of the advantages of logging data in vertical high resolution and seismic 

data in horizontal continuity, the post stack geostatistics well seismic joint inversion method is used 

to make the inversion result more accurate, which not only obtains a higher resolution, but also 

clearly reflects the continuous interface information in seismic data. Then, through comparative 

analysis with logging drilling data, the macro and micro combination is made, The distribution law 

and change characteristics of underground rock strata are more finely displayed. This inversion 

method has a good prediction effect for reservoirs with complex geological conditions. In this paper, 

a new inversion method is formed by improving the inversion method, which greatly improves the 

prediction ability of the reservoir and makes it suitable for the prediction of tight and low 

permeability reservoirs in the work area. 
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3. Identification of Castagna and Smith Oil-Bearing Sandstone Models 

3.1. Model Identification Data 

Using 20 data from 30 data sets measured globally released by Castagna and Smith, do two 

experiments and analyze them. The three elastic parameters of the model are used as the input set of 

the artificial neural network to identify the fluid properties. After the quantitative intersection 

technology is applied and the intersection diagram is analyzed, the sensitivity parameters are 

selected as the input set of the neural network to identify the fluid properties. Finally, the 

recognition results are compared. 

3.2. Velocity and Density Set Input Neural Network Fluid Identification 

The first 10 samples of Castagna and Smith models are used as the input of training sets. After 

network training, the last 12 sample sets are used as unknown properties for neural network 

recognition. During training, it is assumed that the expected output of mudstone is 001. The 

expected output of gas reservoir is: 111. The expected output of the water layer is: 011. The 

minimum error is 0.001 and the learning rate is 0.75. 

3.3. Fluid Identification of Sensitive Parameter Set Input Neural Network 

Cross plots with different parameters are made, and after the cross plots are analyzed, the highly 

sensitive elastic parameters are selected. After the calculation of oil-bearing sandstone model 

established by Castagna and Smith, the shear wave impedance, elastic impedance at 30° incidence 

angle and wave velocity ratio fluid identification coefficient are the highest. The selected high 

sensitivity parameters are used as neural network inputs. Comparison and analysis are directly input 

by compressional wave velocity, shear wave velocity and density, which are different in the process 

of fluid identification. 

4. Analysis of Identification Results 

4.1. Statistical Comparison of Mudstone Error 

The Castagna and Smith models are used for fluid identification, and the results of density, 

velocity and sensitive parameters input into the neural network are analyzed and compared. It can 

be seen that the program compiled by the neural network has a good effect on model identification. 

The specific error of mudstone is shown in Table 1: 

Table 1. Statistical comparison of mudstone errors 

 
Speed 

density 

Sensitive 

parameters 

Sensitive 

parameters 

1 1.4 1.1 1 

2 1.3 1.1 1 

3 0.1 1 1 

4 1.2 1.8 1 

5 2.4 1 1 
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Figure 2. Statistical comparison of mudstone errors 

As shown in Figure 2, we can see that the maximum error obtained by using velocity density as 

the input set is 2.4, and the maximum error obtained by using sensitive parameters as the input set is 

1.8. The reference values are all based on 1. There are different data for different samples. 

4.2. Statistical Comparison of Gas Reservoir Error 

The error statistics are defined as the ratio of the actual output to the expected output, and then 

the error statistics of the two experiments are calculated respectively. Through the exploration of 

the experimental results of different samples, the gas reservoir error in Table 2 is obtained: 

Table 2. Statistical comparison of air layer error 

 Speed 

density 

Sensitive 

parameters 

Sensitive 

parameters 

1 0.98 0.99 1 

2 0.7 0.99 1 

3 0.99 0.8 1 

4 0.18 0.99 1 

5 1 1 1 

 

As shown in Figure 3, we can see that the effect of fluid identification with sensitive parameter 

set as input is slightly better, and its error statistics are closer to the reference value 1, while the 

effect of fluid identification with velocity density set as input is slightly worse. Therefore, when 
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identifying other unknown layer fluids, the parameters with high sensitivity are selected through 

quantitative intersection technology, and the sensitive parameter set is used as input, which not only 

has small error, but also has high accuracy. 
 

 

Figure 3. Statistical comparison of air layer error 

5. Conclusion 

Through the study of neural networks, we can draw relevant conclusions. Based on finite fuzzy 

theory, better recognition results can be obtained when the model training reaches a certain level. 

However, satisfactory results cannot be achieved in practical application due to various reasons. 

Therefore, this paper decided to take Daniudi gas field as the research object to conduct data 

preprocessing and intelligent identification in order to establish an early warning evaluation system. 

This paper mainly aims at the gas characteristic value and energy distribution in the region to 

determine the corresponding threshold to achieve early warning evaluation indicators. The 

experiment proves that the method can effectively reduce the error rate of detection. 
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