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Abstract: With social development and population growth, people's demands for quality of 

life and quality of life are increasing, and higher requirements for drinking water safety 

have been put forward. Therefore, it is important to study and establish WE pollution loss 

assessment models for WE management work and reasonable economic policy formulation. 

However, most of the traditional models use a single factor as the input variable to assess 

the trend of pollutant concentration and the intensity of pollutant discharge; while the WE 

pollution loss assessment method based on energy value analysis theory uses a single 

factor as the input variable for energy value analysis to assess the intensity and 

concentration of pollutant discharge, but this method cannot handle multi-factor and 

multi-variable data, and can only use the fuzzy mathematics in However, this method 

cannot handle multi-factor and multi-variable data, and can only use fuzzy mathematics to 

evaluate and calculate the model; and it cannot deal with the non-linear relationship 

between multiple pollutants and single pollutant concentration at the same time. Therefore, 

in order to better solve the above problems, this paper proposes a neural network (NN) 

model based on the regional WE pollution loss energy assessment method; the method uses 

NNs to assess the energy value of a single factor; at the same time, the energy value of the 

regional pollution economic value is calculated to obtain the average energy value of the 

whole region; finally, the weighted average method is used to calculate the corresponding 

weighted average energy value of each unit and pollutant discharge intensity and other 

information. Finally, the weighted average method is used to calculate the weighted 

average energy value and the pollutant emission intensity of each unit. Compared with 

traditional methods, this method is not only better able to deal with multi-source data 

problems and non-linear relationships, but also more efficient in solving complex 

problems. 
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1. Introduction 

Environmental pollution has become an important constraint on human survival and 

development, and has gradually become a global problem. According to the United Nations, by 

2050, the world will produce 35 billion tonnes of toxic waste each year, including industrial, 

agricultural and municipal waste (including medical waste). In addition, more than 70 billion tonnes 

of wastewater will be produced each year, equivalent to 15% of the world's population. This is a 

serious water pollution problem caused by the untreated discharge of large amounts of domestic 

sewage. At the same time, environmental problems such as eutrophication of water bodies due to 

the massive discharge of pollutants by humans are becoming increasingly prominent. Therefore, 

water is one of the important resources on which human beings depend for survival and 

development [1-2]. 

In a related study, Angelika et al. used dynamic isotope equation modeling based on big data to 

study the two-way mechanism between water environmental pollution and the quality of economic 

growth [3]. It was argued that importance should be attached to sustainable economic development, 

elimination of factors of environmental pollution and timely adjustment of environmental policies 

to promote harmony between ecological environment and economic growth. victor et al. developed 

a model of diffuse waterborne pathogens with different rates of dispersal and spatial heterogeneity 

in order to explore the impact of environmental pollution on the spread of waterborne diseases [4]. 

The basic reproduction number R0 was defined and its threshold role was shown. Haider et al. 

investigated a cooperative approach to multi-player cooperative surface vehicles (USVs) for 

chemical contaminant source monitoring in dynamic water environments [5]. Based on the 

"Infotaxis" algorithm for multi-USVs, an improved shared probability was proposed to address the 

low success rate and inefficiency of multi-USVs in cooperative exploration due to cognitive 

differences. The cognitive differences between USVs are reconciled by introducing a confidence 

factor. The success rate and efficiency of exploration were improved. 

In order to better understand the pollution loss situation of the regional WE and to plan [6-7], 

design and optimise future pollution control engineering projects, it is necessary to 

comprehensively evaluate the degree of damage that may be caused to the regional WE by each 

impact factor brought about by the project. Therefore, this paper establishes a regional WE energy 

value assessment model based on BP NN and energy value assessment methods, and validates the 

model. 

2. Design Studies 

2.1. Methods for Quantifying the Carrying Capacity of the Water Environment (WE) 

(1) Indicator System Evaluation Methodology 

The indicator system evaluation method is the most widely used [8]. The aim of this method is to 

assess the performance of the aquatic environment by creating a system of assessment indicators, 

processing the values of each indicator using statistical methods, assigning different weights to 

different indicators and finally calculating the final result using a weighted sum. Through much 

research and innovation by scientists, the indicator system approach is increasingly being used to 

quantitatively assess the performance of the aquatic environment. Currently, the main indicator 

system assessment methods are the vector function method, the fuzzy global assessment method 

and the hierarchical analysis method. These methods are relatively easy to choose for quantitative 

assessment and analysis, and are used to quantify and understand the degree of good and bad 

impacts on the aquatic environment, but the choice of assessment indicators is easily influenced by 

the subjectivity of the selector, making the assessment results inaccurate and unreliable [9-10]. 
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(2) Principal Component Analysis 

The aim of the principal component analysis method is to reduce the dimensionality of a 

multivariate system by replacing the original multivariate variables with a few component variables, 

while assigning objective weights to each component variable to avoid subjectivity. This method 

has the advantage of objectivity, analytical simplicity and a simple estimation process, but 

difficulties are encountered in determining the criteria for parameter estimation and in selecting 

principal components and control points. 

(3) A multi-objective optimisation approach. 

When using this approach to assess the carrying capacity of the aquatic environment, the 

constraints and the required optimisation objectives are first defined and then explored using a 

mathematical model. The advantage of this approach is that the transfer target can be defined in 

detail and the constraints on transfer capacity can be quantified, but the difficulty lies in the 

selection of the optimisation target and the solution of the model. 

(4) System dynamics approach 

The system dynamics approach, also known as the SD model, takes into account primarily social, 

economic and demographic factors. It focuses on factors that affect the system as a whole and uses 

system dynamics software to perform dynamic studies and analyses [11-12]. 

(5) Artificial NN Method 

The artificial NN approach involves the manual construction of a NN to achieve a specific 

research objective. The method involves constructing an artificial NN to understand the indicator 

parameters affecting the carrying capacity of the aquatic environment at different times, and 

gradually developing the structure and function of a map-integrated system. In the application, the 

structure of the network is determined according to the study object, knowledge of the study object 

is obtained by studying typical sample data, the contribution of the network is estimated and the 

carrying capacity of the aquatic environment is analysed. Although artificial NN models are easy to 

implement, the accuracy of their training is elusive and therefore error is high [13-14]. 

2.2. WE Issues 

(1) Water resources in the precipitation area are in short supply. The average annual precipitation, 

annual runoff and the amount of water entering the precipitation in a precipitation basin are all 

decreasing year by year, and the wide area of the waters of a precipitation and the large amount of 

reeds and other plants in the precipitation have led to a large amount of evaporation from the water 

surface; the subsurface conditions in the precipitation area are complex, and there is also a large 

amount of seepage from the bottom of the lake; at the same time, the construction of the upstream 

reservoir has intercepted a large amount of incoming water, ultimately leading to a shortage of 

water resources in a precipitation [15-16]. 

(2) Unbalanced water supply. A precipitation is affected by evaporation, seepage and other 

factors, while production and domestic water consumption around the precipitation area and within 

the precipitation is high, making the water resources available to a precipitation greatly reduced, 

and the over-extraction of groundwater is a serious problem, with an imbalance in the water supply 

relationship [17-18]. 

(3) The pollution of water bodies is serious. The upstream Fu River is the main 

pollution-receiving river of a city, and waste water discharged from industry, agriculture and 

domestic use flows into a certain precipitation through the Fu River. At the same time, the 

concentration of pollutants in a certain precipitation increases due to the large amount of sewage 

discharged from village life and livestock breeding in the precipitation, and the water pollution 

problem becomes increasingly prominent. 
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(4) Degradation of ecological functions. In recent years, the climate of a certain precipitation 

area has become warmer and drier, and changes in hydrological elements such as precipitation and 

surface runoff have affected the relationship between precipitation and surface runoff, while at the 

same time the ecological environment of a precipitation has been seriously damaged due to the 

impact of human and social development. 

3. Experimental Research 

3.1. Establishment of the "NN Method" 

In order to construct a model that can quickly assess pollution losses, it is first necessary to 

screen monitoring data from various pollution sources, outfalls and wastewater treatment plants in 

the study area and eliminate some monitoring indicators that have a large but not serious impact, 

such as items such as permanganate index, ammonia nitrogen and chemical oxygen demand. 

Secondly, in order to construct an energy value assessment model that can quickly assess 

pollutant concentrations at each source or outfall, data pre-processing, including data normalisation 

and normalisation, is required. 

Thirdly, it is necessary to determine the relationship between the weighting coefficients of each 

indicator in the source and the amount of pollution loss in relation to the weighting coefficients and 

the amount of pollution loss in each environmental factor. 

Fourthly, it is necessary to build an energy assessment model based on the interrelationships 

between the indicators in order to obtain the required energy assessment information. 

Fifthly, a regional WE energy assessment model was developed to analyse the extent of pollution 

and pollution loss at each unit point and to obtain the required energy assessment information. 

3.2. Early Warning Methods for WE Carrying Capacity Evaluation 

(1) Control chart 

The control chart method is a method of describing the overall probability distribution process 

based on the probability distribution of the sample size, based on the statistical laws followed by the 

data, and judging whether it is in a normal state through the analysis of the sample data. The control 

chart method is determined by two parameters: the mean value of the indicator μ and the standard 

deviation σ. The value of the indicator should fall within the μ±3σ interval with 99.73% 

probability, with μ+3σ as the upper limit of the indicator and μ-3σ as the lower limit of the 

indicator. The formulae are as follows. 

RAxUCLx 2
                            (1) 

xCLx                                  (2) 

RAxUCLx 2
                            (3) 

Where 

UCLx - upper control limit. 

CLx - control centre limit. 

LCLx - lower control limit. 

x - the sample mean. 

A2 - the control threshold factor. 

R - the mean value of the extreme differences. 
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(2) BP NN Model 

BP NNs are one of the most widely used types of artificial NNs with proven algorithms and 

robust performance in pattern recognition and data classification and prediction. In this work, a BP 

NN model was created using MATLAB software and three layers were chosen as the topology of 

the model (Figure 1). the BP NN model was used to calculate the total WE intensity index for a 

specific WE event and to determine the warning level of the WE. 
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Figure 1. BP NN topology 

3.3. Effectiveness of Feature Extraction Methods 

In order to verify the effectiveness of the features extracted based on information entropy and 

gradient boosting tree algorithm, here the logistic regression algorithm is used as the base classifier, 

and the features extracted based on information entropy and gradient boosting tree algorithm are 

compared with the original water quality data without feature extraction and the features extracted 

based on principal component analysis, and these three types of features are used as the input to the 

logistic regression discriminant algorithm for the effectiveness of the feature extraction algorithm 

The evaluation process diagram is shown in Figure 2. 
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Figure 2. Flow of feature extraction algorithm effectiveness evaluation 
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4. Experimental Analysis 

4.1. Discussion on the Effectiveness of Feature Extraction Methods 

The pre-processed data set is divided into a training set and a test set, in which the training set 

accounts for 80% of the training of the feature extraction algorithm and the classification and 

discrimination algorithm, and the test set accounts for 20% to evaluate the effectiveness and 

reliability of the algorithm. The anomaly detection task is essentially a dichotomous algorithm, 

which is a judgement of whether the river water is polluted or not, and the water quality samples 

affected by different types of pollution sources are considered as one category, and the normal river 

water quality samples are classified as another category. In contrast, the pollution source category 

discrimination task is essentially a multi-classification algorithm, which not only makes a 

judgement on whether river water is affected by pollution sources, but also specifically 

discriminates between categories of pollution sources. The accuracy, recall and fl score metrics of 

the discrimination results for the three categories of features on the test set are shown in Table 1. 

Table 1. Discriminant results of the three types of features on the test set 

Tasks Feature extraction algorithms Accuracy rate Recall rate Flscore 

Detection of water quality 

anomalies (dichotomous) 

Raw water quality data 0.921 0.884 0.935 

Principal component analysis 0.931 0.896 0.943 

Algorithms used in this paper 0.970 0.960 0.977 

Pollution source category 

identification 

(multiclassification) 

Raw water quality data 0.722 0.680 0.693 

Principal component analysis 0.743 0.700 0.712 

Algorithm used in this paper 0.812 0.777 0.786 
 

 

Figure 3. Analysis of the discriminatory results of the three types of features on the test set 
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As can be seen from Figure 3. 

(1) The discrimination algorithm generally performed better on the water quality anomaly 

detection DH,0 task than on the pollution source category discrimination task. 

(2) Using raw water quality data and features extracted by principal component analysis as input 

for water quality anomaly detection tasks, although with high accuracy and low recall. 

(3) The feature extraction algorithm used in this paper achieves optimal results in all evaluation 

indexes regardless of the task of water quality anomaly detection DH,4 or the task of pollution 

source category discrimination, which shows the effectiveness of the feature extraction algorithm 

based on information entropy and gradient decision tree. 

4.2. Analysis of Experimental Results 

The models associated with the predictions performed in this paper have been experimentally 

validated to achieve optimal prediction results. Based on multiple model prediction evaluation 

methods, this work compares the graphical convolutional time series prediction model with other 

comparative models, using 2423160 water quality monitoring stations as the data set used for 

prediction, using the first 70% of the data as the training set, 10% of the data as the validation set, 

and the last 20% of the data as the test set, where the validation set is mainly used when the model 

accuracy on the data in the validation set cannot be The validation set is used to stop the model 

from learning on the training set early when the accuracy of the model cannot be improved on the 

validation set, to prevent overfitting from occurring. The performance of multiple models on the last 

20% of the test data was evaluated and the final experimental comparison results for each model are 

shown in Table 2. 

Table 2. Comparison of prediction accuracy of different models 

Methods RMSE MAE MAPE 
ARIMA 0.219 0.154 1.796 
BPNN 0.168 0.111 1.304 
GCN 0.159 0.118 1.362 

LSTM 0.174 0.115 1.365 
 

 

Figure 4. Comparative analysis of prediction accuracy of different models 
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In Figure 4, ARIMA indicates the use of the autoregressive difference moving average algorithm, 

BPNN represents the NN model, GCN indicates the graph convolutional NN prediction model, and 

LSTM indicates the use of the long and short-term memory NN. The three metrics of RMSE, MAE 

and MAPE show that GCN has the best predictive performance. 

5. Conclusion 

With rapid economic and social development, water resources are being over-consumed by 

humans, while the phenomenon of water pollution is becoming more and more serious. However, 

the total amount of water resources and the ability of water bodies themselves to withstand the 

pollution load are limited, and these problems can in turn become a major factor hindering social 

development. The assessment of pollution losses in the water environment is an important 

environmental and economic decision. This paper proposes a neural network-based approach to 

regional water environment pollution loss assessment, firstly by learning the hydrological theory 

through extensive research, and then by using artificial neural networks to analyse a large amount of 

data in order to obtain the required data, and to verify the accuracy of the model in the actual 

calculation of water pollution in a certain region. 
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