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Experiment 

Abstract: The increasingly serious global energy crisis has provided important 

opportunities for the development of new energy. The concept of sustainable energy 

development advocated by the state has promoted the development and use of new energy, 

and a large number of new energy power generation units have been connected to the 

power system. K-means algorithm is a major breakthrough in the field of clustering 

analysis. Because of its convenience, it has been widely used in fraud detection, image 

processing, market analysis and other fields. In this paper, K-means algorithm is used for 

clustering mining of power grid data. In order to obtain more specific relationships 

between data, association rules mining based on Apriori algorithm is carried out for 

clustering results, and regions and systems with unreasonable power grid energy 

consumption are found; Finally, aiming at the problem area, a scheduling scheme is 

designed by using fuzzy control method to realize the optimal scheduling of power grid 

energy. 

1. Introduction 

As a major energy consumer, China's oil consumption ranks second in the world, and its coal and 

electricity consumption ranks first in the world. China's energy demand is increasing with the rapid 

economic growth, which leads to the continuous rise of energy prices. However, even if the energy 

prices rise, some regions will even face energy shortages. Specifically, the supply-demand 

relationship between electricity and coal is very tight, the oil price has been maintained at a 

historically high level, but the inventory of oil and coal has been at a low level for a long time [1-2]. 

Nowadays, the waste of resources in China is also quite serious. As a high-energy consumption 

industry, the energy consumption of steel industry alone accounts for 15% of the total energy 
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consumption of the national economy [3]. At the same time, according to statistics, the average 

energy consumption required by eight high energy consumption industries such as steel industry 

and manufacturing industry in the production of unit products is higher than 47% of the energy 

consumption level under the world's advanced technology [4]. Improving energy efficiency and 

saving resources has become one of the important tasks for all walks of life to improve 

competitiveness, increase economic benefits and achieve sustainable development. 

Today, with the continuous development and innovation of power system, distributed generation 

technology has gradually become the focus of power system economic operation research field 

because of its flexibility and economy [5]. In addition, distributed generation technology and large 

power grid can form effective complementarity, so that the reliability of power supply can be 

improved. It also has obvious advantages over ordinary distribution network in terms of 

environmental protection. Therefore, distributed energy generation can be regarded as a key 

direction for the development of power system in the future [6]. However, distributed energy also 

has obvious defects, that is, natural energy has strong uncertainty, such as wind and solar energy, 

which greatly limits the efficiency of distributed generation and the utilization of power grid. 

Therefore, the optimal scheduling of distributed energy is an urgent problem to be solved in the 

current power system. With the continuous development of modern science and technology, it has 

had a far-reaching impact on people's production mode [7]. The application of new technologies in 

industrial production has significantly improved both in improving production efficiency and in 

strengthening safety assurance. In the process of energy conservation and emission reduction, the 

active use of electronic communication technology and Internet technology can effectively promote 

the implementation work [8]. At present, the leading technology in the world is artificial 

intelligence technology, which can be applied to various fields. Of course, intelligent power 

consumption and industrial intelligence have emerged and are in a rapid development trend. The 

combination of artificial intelligence and new energy power generation will be a development trend, 

which can carry out real-time online monitoring of distributed generation power status, load 

information and other switchgear, Artificial intelligence technology can be used to predict the 

output and load demand of distributed energy units [9]. 

Based on the above background, this paper studies the real-time energy monitoring and energy 

management optimization system of the industrial park, monitors and analyzes the operation of 

distributed energy generation equipment in the industrial park, and adjusts the power generation 

output on the premise of considering the objective environment and the power generation 

characteristics of each power generation unit, so as to make effective use of resources and achieve 

economic optimization of microgrid operation. The establishment of the energy monitoring and 

dispatching system is of great significance. From the perspective of the user side, it greatly reduces 

the operation cost of the power system and greatly improves the energy efficiency. From the 

perspective of the power generation side, on the one hand, it improves the energy waste, reduces the 

energy loss and unnecessary waste, on the other hand, it greatly improves the power generation 

efficiency and ensures the reliability and uninterrupted use of electricity. By establishing an energy 

flow monitoring system, on the one hand, it can monitor the operation status of distributed energy, 

on the other hand, it can put forward optimal scheduling strategies for energy flow, improve power 

generation efficiency, make the microgrid operate under the economically optimal conditions, and 

provide real and effective data support and power generation strategies for intelligent power 

consumption, so as to improve the intelligent management level of power application links. 
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2. Research on Energy Optimal Scheduling Theory Based on Clustering Algorithm 

2.1. K-means Algorithm 

The algorithm minimizes the similarity between points (data) in each cluster and maximizes the 

similarity between clusters. After setting the K value, first randomly generate the initial K centroid 

positions, select appropriate distance measurement methods, such as Euclidean distance, Manhattan 

distance, Minkowski distance, etc., traverse and calculate the distance from each point to each 

centroid, and divide each point into the centroid closest to it according to the principle of minimum 

distance, so that each point is assigned to a cluster [10]. 

At this time, the centroid may not be the optimal location, so it is necessary to constantly update 

the centroid of each cluster to achieve the purpose of optimization. The method of updating the 

centroid position is to calculate the mean value of each point in the cluster, and the position of the 

mean value is the new cluster centroid position. After constantly seeking the mean value to 

constantly update the position of the cluster, until the centroid of the cluster does not change, and 

the range of change reaches the optimization standard, the algorithm ends, and the final clustering 

result is formed [11]. 

As shown in Table 1, the distance measurement in K-means clustering algorithm can choose 

many forms, such as Euclidean distance, Manhattan distance, Minkowski distance, etc. different 

distance measurement methods are adopted, but the calculation methods are different in the step of 

calculating the distance, and the other algorithm steps are the same. The distance mode used in 

practical application should be selected according to the characteristics of practical application 

[12-13]. 

Table 1. Input and output of K-means clustering algorithm 

Type Content 

Input Data set A, number of clusters K 

Output K clustering centers 

2.2. Advantages and disadvantages of K-means clustering algorithm 

As one of the classical clustering algorithms, K-means clustering algorithm has prominent 

advantages. First of all, its algorithm idea is relatively clear, the algorithm is simple to implement, 

and the running speed is fast. It is widely used in many fields [14]. However, K-means clustering 

algorithm also has some shortcomings. It has good clustering effect on spherical clusters and poor 

clustering performance on other forms of clusters; The k-value of K-means algorithm is artificially 

set, and the clustering effect of different K-values is significantly different; The initial value of K 

value is randomly generated. If the initial value happens to take a poor initial centroid, the program 

will terminate when the centroid may be locally optimal during update. The K-means measures the 

similarity of points in the cluster according to the distance. In many applications, other parameters 

such as time are required as clustering parameters. At this time, the distance measurement needs to 

be appropriately improved [15-16]. 



Academic Journal of Energy 

12 
 

3. Data Mining of Energy Dispatching Based on Clustering Algorithm 

3.1. Power data Clustering 

Cluster analysis is a very active research topic in the research of data mining. It is different from 

the traditional classification. The classification model is sample data, and its class label has been 

known. Therefore, the purpose of classifying sample data is to find classification rules in samples, 

so as to classify other objects that do not have clear class labels. Clustering is to cluster all data 

without knowing any information about the classification of the target data [17]. Therefore, 

clustering analysis belongs to an unsupervised learning, which is a process of dividing the data set 

into multiple subsets, and finally making the objects in each subset similar and the objects in 

different subsets different. The goal of clustering mining is to find the nature of "class" of all data in 

multidimensional space. Therefore, the domain knowledge of data sources and the specific meaning 

of each data need not be considered in clustering, and variables can be regarded as one dimension in 

multidimensional space for data analysis. 

Power data clustering analysis refers to the clustering analysis of power consumption data by 

analyzing the time series characteristics of the data itself, without considering the source and 

significance of the data, after preprocessing the collected power energy data to obtain the complete 

initial data to be analyzed. The clustering process in this chapter is to divide the daily power data 

into multidimensional data according to the time series characteristics of power consumption data, 

so as to characterize the characteristics of power consumption data in each region. Because 

Euclidean distance can intuitively show the similarity between multidimensional data, Euclidean 

distance is used as a measure to select the initial center point. Finally, the power data is classified 

after several iterations based on the Euclidean distance. 

3.2. K-means Clustering Algorithm 

The K-means clustering algorithm uses sum of squared errors (SSE) to optimize the centroid 

position. For the specified K clusters, the smaller the distance between the points in the cluster, the 

smaller the corresponding SSE, and the better the clustering effect. 

SSE1 = ∑ ∑ ‖am1 − Km1‖2j
am1∈Km1

j
m=1                   (1) 

Where sse1 represents the first SSE, M represents the variable representing the number of 

centroids during programming, and its integer value is from 1 to J. AM1 represents all data 

belonging to the m-th centroid after the first centroid determination, KM1 represents the m-th 

centroid determined for the first time, and AM1 ∈ KM1 represents that AM1 is divided into 

clusters centered on KM1. 

Calculate the mean value of the points in each cluster as the new centroid K2: 

K2 = *K12, K22, . . . Kj2+                      (2) 

Kj2 = mean(am1)                        (3) 

In equation (3), mean () represents the function of finding the mean value. Through this function, 

the second centroid K2 can be determined, and the data in a is redistributed to the new cluster 

according to the principle of the nearest distance, so as to calculate the second SSE2: 

SSE2 = ∑ ∑  am2∈Km2
‖am2 − Km2‖2j

m=1                    (4) 
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Calculate the gap between SSE2 and sse1 Δ SSE2 

∆SSE2 = |SSE1 − SSE2|                            (5) 

Judgement Δ Whether SSE2 meets the error requirements, set δ Is the set positive number, which 

is the threshold of error judgment, which is determined according to the actual situation. if Δ SSE2 

less than δ, Namely: 

∆SSE2 < δ                                (6) 

It is considered that the clustering error meets the accuracy requirements, and the algorithm stops. 

If the requirements are not met, calculate the mean value of the points in each cluster with K2 as the 

centroid to form a new centroid K3, and redistribute the data in a to the new cluster according to the 

principle of the shortest distance. If sse3 is not calculated for the third time, calculate Δ Sse3 and 

determine whether to terminate or cycle again until the end of the algorithm [18]. 

4. Analysis of Energy Scheduling Based on Clustering Algorithm 

 

Figure 1. Wind farm power prediction curve 

 

Figure 2. Photoelectric field electric quantity prediction curve 
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As shown in Figure 1 and figure 2, according to the 55 week simulation test, the energy optimal 

scheduling based on clustering method can more accurately reflect the actual energy use and 

scheduling, with less error and higher accuracy. 

 

Figure 3. Power consumption analysis diagram 

It can be seen from Figure 3 that in the power consumption test, the power consumption of fuzzy 

control scheme is 73.5%, and the power saving is 26.5%, which can well meet the daily industrial 

power demand, and also save energy expenditure to a certain extent. 

Table 2. The results of electricity decomposition index 

Scene 
Maintenance 

cost 

Abandoned 

wind power 

Waste 

electricity 

Mean square deviation 

of progress coefficient 

1 4.3253*10^6 1.1333*10^6 1.0551*10^6 1.052 

2 4.0530*10^6 1.0691*10^6 0.9532*10^6 1.259 

3 3.9913*10^6 0.8388*10^6 0.1368*10^6 1.022 

4 None 1.2038*10^6 1.2684*10^6 0.932 

 

In order to illustrate the effectiveness of the model, this paper designs the following four 

scenarios. 

(1) Scenario 1: decompose the contracted electricity and jointly optimize the maintenance plan. 

(2) Scenario 2: take the maintenance cost as the optimization goal, and carry out the joint 

optimization of contract power decomposition and maintenance plan. 

(3) Scenario 3: contract electricity decomposition model of multi-energy power system, that is, 

the model proposed in this paper. Decompose the contracted electricity and jointly optimize the 

maintenance plan by discarding the wind, electricity and maintenance costs. 

Scenario 4: using the model in the literature, only the contracted electricity is decomposed into 

weeks, without considering the unit maintenance plan. 

26.50% 

73.50% 

Percentage of electricity consumption 

Fuzzy control scheme Power saving
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5. Conclusion 

In the study of energy optimal scheduling based on clustering algorithm, four scenarios are 

designed to verify the effectiveness of the annual optimal scheduling model of multi-energy power 

system. Through the analysis of the example results, it shows the significance of the joint 

optimization of electricity decomposition and maintenance plan, and the superiority of the 

multi-objective model in maintenance economy and new energy consumption. The comprehensive 

analysis shows that the K-means online algorithm is more stable in simulation, and the simulation 

shows that the K-means online algorithm converges faster, which makes the charging system more 

stable in practical application. 
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