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Abstract: Seeds are the most basic and critical means of production in agricultural 

production. Declining purity of seed varieties will significantly reduce crop yield and 

product quality. The quality of crop seed varieties, especially purity testing, can protect the 

interests of farmers and promote the development of rural economies. The aim of this 

paper is to study maize variety identification based on support vector machines. Based on 

the morphological structure characteristics of maize varieties, a set of characteristic 

parameters that can accurately reflect the morphological structure of different maize 

varieties is proposed for variety identification. The parameter set consists of four 

components: shape, colour, size and sharpness parameters. The experimental results show 

that the support vector machine algorithm outperforms the BP neural network. 

1. Introduction 

As one of the world's top three crops, maize varieties have an important influence on the 

cultivation and use of maize, especially in the cultivation process, where the identification of maize 

varieties is particularly important, and the yield and quality of different varieties of maize seed are 

also closely related to maize yield and quality. Seed quality is directly related to the quality of crop 

production and product quality [1-2]. With the improvement of people's living standards and the 

development of the agricultural economy, the market demand for agricultural products is not only 

about quantity, but also increasingly about variety quality [3]. 

With the development of computer technology, digital image processing and pattern recognition, 

many experts and scholars have conducted extensive research on food variety identification [4]. 

Rabih Nachar described a system for automatic identification of food products. Color and thermal 

images are received by an electronic processor. At least one feature is extracted from the recognized 

pixel area in the color image, and the food type corresponding to the food is automatically 
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recognized based on the extracted feature. [5].R. Manoranjitham classifies the satellite image map 

by a new model using a convolutional neural network modified by a support vector machine. The 

dataset is from Kaggle and uses satellite images of the Amazon rainforest to train a multi-label 

classifier. By training the model proposed by CNMSVM, an F2 score of at least 0.91412 was 

achieved [6]. Athanasios Psaltis developed a handwritten alphanumeric string recognition system 

based on an embedded development platform. The S3C2440 development board was chosen for the 

hardware platform. The image processing uses OpenCV and support vector machine (SVM) 

classification techniques to achieve handwritten alphabet and number recognition. The system has 

the advantages of low power consumption and low memory consumption [7]. In conclusion, the 

automation of the identification of different maize varieties is of great importance in reducing costs, 

saving human and material resources and improving the efficiency of agricultural experts, and is 

also a future trend in the development of agricultural automation in China, which has important 

theoretical and practical significance for the development of intelligent agriculture in China, and has 

positive and far-reaching significance for accelerating the pace of China's agricultural economy. 

Maize variety identification is the study of the authenticity and purity of maize seed varieties. 

This paper identifies the problems to be solved in the field of maize quality inspection in China and 

conducts research on maize variety identification based on maize seed morphology on the basis of 

digital image processing technology and related knowledge. Based on the characteristics of the tip 

position of maize seeds, i.e. the tip position of normal maize seeds is the position with the greatest 

curvature of the maize seed boundary, an algorithm for quickly finding the tip position of maize 

seeds is proposed with high accuracy making the calculation of characteristic parameters of maize 

seeds highly reliable. It is important to accelerate the scientific and technological progress of the 

agricultural products processing industry, promote the quality of agricultural products, improve the 

international competitiveness of Chinese agricultural products, regulate the market, high quality and 

optimal price, and improve farmers' income. 

2. A Study of Maize Variety Identification Based on Support Vector Machines 

2.1. Support Vector Machine Algorithms 

Support vector machines are based on statistical learning methods and use the principle of 

structural risk minimisation with good generalisation capabilities [8-9]. When linearly separable, 

there is a hyperplane that completely separates the training set, which can be described as: 

0 bxw     (1) 

Where "· is the dot product, w is an n-dimensional vector and b is the offset. 

In equation (2) its solution must satisfy: 
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Those samples with αi = 0 have no effect on the classification, and only those samples with αi > 

0 play a role in the classification, and these samples are called support vectors, and the expression 

of the classification indicator function is obtained as : 

**

1

)()( bxxyxf i

n

i

ii 



    (3) 

The sign of f(x) is used to determine the attribution of x. 

There are two approaches in SVM to solve multi-categorization problems, the first is a 

one-to-one approach and the second is a one-to-many approach. The one-to-many strategy focuses 
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on one category corresponding to all other remaining categories [10-11]. For example, if there are 

six categories of maize varieties, then six SVM classifiers are trained correspondingly. For the first 

classifier category 1 is one category, the other five categories are one category, for the second 

classifier category 2 is one category, the remaining five categories are one category and so on for a 

total of n categories of classifiers trained. The one-to-one strategy is to train a classifier between 

each category, so if there are n categories then a total of n(n-1)/2 classifiers have to be trained. 

When an unknown sample comes in, each classifier is used to test it, and finally the final category is 

decided using the voting principle [12-13]. 

2.2. Maize Variety Image Processing 

(1) Threshold segmentation based on the Otsu method 

In this study, in order to facilitate the detection of maize tips and feature extraction later, the 

enhanced image needs to be segmented. Due to the non-uniform grey value of the background, only 

part of the maize seeds can be segmented with one-dimensional or two-dimensional thresholding, 

most of which will be segmented into the background colour, and if multiple thresholding is used, 

each threshold needs to be calculated, which is complicated to calculate and also cannot guarantee 

the correctness of the threshold selection, therefore In this paper, the adaptive thresholding Otsu 

algorithm is used to segment the image of maize kernels [14-15]. 

The total mean grey level of the image is denoted as u and the variance between classes is 

denoted as g. Then we have: 
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The obtained t is the optimal segmentation threshold when the variance g between classes is 

maximum [16]. 

(2) Harris algorithm based maize seed tip detection 

In the Harris algorithm, the magnitude of the response value R indicates the degree of sharpness 

of the point. From the images of seeds with tip features of different maize varieties, the tip is the 

most obvious angular feature and is usually sharper than other features [17-18]. The algorithm for 

maize seed tip recognition in this paper is as follows: 

Input:Binary image of maize seeds I 

(1) Calculate the gradient of the binary image 

(2) Calculate the covariance matrix of the gradient image 

(3) Smooth the covariance C with the w(x, y) weighting function; 

(4) Calculate the angular response of the image; 

(5) The point with the largest response value is considered to be the tip of the corn kernel. 

3. A Survey and Study of Maize Variety Identification Based on Support Vector Machines 

3.1. LIBSVM Software 

There are many software packages related to SVM computation such as LIBSVM, mySVM etc. 

LIBSVM is a simple, easy to use, fast and effective general purpose SVM package for solving 

classification, regression and other problems. The software source code is open for improvement, 

modification and application by other operating systems. Therefore, the study decided to use the 

software as the working software. 
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3.2. Characteristic Parameters 

Morphological and structural characteristics of maize seeds, including colour, size, shape and 

canopy characteristics. The colour characteristics are the colour of the surface of the maize kernel 

and the colour of the endosperm. Size characteristics are the size of the maize kernels. Shape 

characteristics are the shape of the maize kernel. Canopy characteristics are the characteristics of 

the corn seeds that protrude from the top. There are two types: smooth and non-smooth. In the 

actual automatic seed quality inspection line, the high speed movement and position of the seeds are 

also random and it is difficult to detect the crown features of the seeds, therefore, in this study, the 

crown features of the maize seeds were not detected and only the sharpness of the tips of the maize 

seeds was detected. The flow chart for calculating the feature parameters in this study is shown in 

Figure 1: 

 

Figure 1. Calculation diagram of seed characteristic parameters 

3.3. Classification Methods 

In this paper, a directed acyclic graph organisation classifier is built. When classifying, we can 

first ask the classifier "1 vs 5" (i.e. we can answer "1 or 5 classes"). If the answer is "5", we ask the 

classifier on the left "2 vs 5". If it says "5", we can move on to the 5 side. 

For the 1-V-1 category, when the number of categories is 5 (if the number of categories is k and 

the classifier is k (k-1)/2), 10 classifiers should be called. Instead of using the classifiers we created, 

we only call four classifiers (or k-1 classifiers if the classifier number is k). These classifiers can be 

classified quickly and without mismatches, and cannot be classified as phenomena. 

4. Analysis and Research of Maize Variety Identification Based on Support Vector Machines 

4.1. Classification Results 

In this paper, the LIBSVM 2.83 package easy.py was used for parameter preference and variety 

identification of the model, aided by the installation of python and the plotting tool gnuplot. Five 

maize seed varieties of 200 kernels were used as training samples, 40 kernels of each maize. A 

recognition sample of 250 seeds, 50 of each maize, was used. Radial basis parameters were selected 

Single Seed 

Size parameter 

Color parameters 

shape parameter 

Sharpness 
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via the LIBSVM 2.83 package grid.py with optimal parameters C=30 and g=0.008821. The results 

of the five maize seed variety identification are shown in Table 1. 

Table 1. Recognition results of corn seed varieties by support vector machine 

Sample name Fine jade 99 
Maidenhead 

6702 
Tunyu 808 

Dragon height 

L2 

Dredging 

order 29 

Training samples (pcs.) 40 40 40 40 40 

Test sample (pcs.) 50 50 50 50 50 

Recognition accuracy (%) 98 96 97 97 99 

4.2. Comparison of Algorithms 

In this paper, a BP network recognition system was constructed through the artificial neural 

network toolbox of MATLAB 7.0, as shown in Figure 2, to conduct training and recognition 

experiments on five maize seed varieties, with the following steps: 

 

Figure 2. BP network identification system 

Different network structures have an impact on the accuracy of recognition. In this paper, a BP 

network with a network model of 5×n×5 was constructed to train and recognize the samples. 

Through Table 2, it can be obtained that the recognition accuracy is highest when n=9. 

Table 2. Identification results of different network structures 

Network structure input 

- hidden layer - output 

Accurate identification 

of test samples (%) 

5×5×5 93 

5×6×5 92 

5×7×5 92 

5×8×5 91 

5×9×5 94 

5×10×5 92 

A training sample of 200 kernels of each of the five maize seed varieties was selected, 40 kernels 

Corn seed 

characteristic parameter 

Neural Network Trainer 
Fine jade 99 

Maidenhead 6702 

Tunyu 808 

Dragon height L2 

Dredging order 29 
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of each maize. The recognition sample was 250 kernels, 50 kernels of each type of maize. The 

recognition results are shown in Figure 3. 

 

Figure 3. Recognition results of corn varieties based on BP neural network 

Compared with Table 1 and Figure 3, the average recognition rate of SVM is higher than the 

average recognition rate of BP neural network. This is a good example of the superiority of Support 

Vector Machines, a new automatic learning algorithm based on statistical learning theory for small 

sample and predictive learning. Although it can improve the recognition rate of even the most 

complex artificial neural network models, it can easily form local minima in the absence of global 

optimisation, increased training times, low learning efficiency and slow convergence.SVM is a new 

sample learning method based on robust theory. It essentially does not involve probability measures 

or the law of large numbers and is therefore different from existing statistical methods. It essentially 

avoids the traditional inductive inference process and enables efficient "transfer inference" from 

training samples to prediction samples, greatly simplifying common classification and regression 

problems. 

5.Conclusion 

This paper presents some research on the identification of maize varieties, the results of which 

can provide the basis for rapid and non-destructive testing of maize variety identification in the 

future. Of course, the methods studied in this paper are not yet mature enough for practical 

application and there are still some aspects waiting to be improved and developed. At the end of the 

paper, through analysis and research, there are several suggestions for the shortcomings and areas 

for further research on the use of computer vision for maize variety identification:When using 

images of maize seeds collected by digital cameras in unenclosed environments, several conditions 

are limited in this paper due to differences in the environment and imaging conditions. It is 
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worthwhile to investigate further how to gradually reduce the limiting conditions. When extracting 

feature parameters, adding a few more conventional parameters may result in a higher recognition 

rate of maize varieties. Due to limited effort and capacity, this paper has not been studied in depth. 
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