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Abstract: At present, industrial robots cannot achieve complete automatic assembly, for 

some specific occasions still need auxiliary facilities to cooperate. The identification and 

positioning of workpiece is the most important technical difficulty in automatic grasping of 

workpiece. This paper mainly studies the improvement and realization of the processing 

and positioning method of intelligent construction machinery components relying on 

machine vision. The overall scheme design of target workpiece positioning is presented. 

This paper introduces the technical background and significance of workpiece recognition 

and location based on machine vision. According to the actual engineering requirements of 

the workpiece, a monocular vision method of workpiece identification and positioning is 

designed. A localization algorithm based on image deep learning is designed. The deep 

learning network is used as the image feature extractor, and the extracted features are used 

to predict the corresponding Angle of the image by linear regression method. The 

experimental results show that the workpiece object detection method based on the 

improved deep learning model reduces the missing detection rate of small objects and 

improves the accuracy of the overall workpiece detection. 

1. Introduction 

In the current relatively mature industrial applications, most of the robot are fixed trajectory, 

according to the preset approach to work, to the environment change, the state of the target, and the 

end executor of the actual position of the lack of independent awareness, once the object in the 

working environment has changed more than expected, can affect the end of the robot positioning 

precision and work efficiency, As a result, current robots are mainly applied to relatively standard 

and repeatable tasks [1-2]. With the rapid development of intelligent manufacturing, the 
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combination of robot and vision to achieve accurate recognition and positioning of target objects 

has become a hot spot of scholars at home and abroad. In the system of robot and vision fusion, the 

vision sensor will integrate and process the collected target information and convert it to the robot 

base coordinate system, so as to control the robot to realize the end positioning work. The 

positioning accuracy is an important index to evaluate its performance. However, geometric 

parameter errors are inevitably introduced in the process of robot machining, assembly and 

measurement. Meanwhile, the influence of non-geometric parameter errors such as robot joint 

flexibility, structural stiffness deformation and friction heat will further increase the pose errors of 

the end-effector, seriously affecting the positioning accuracy of its end [3-4]. In addition, the 

detection errors of the workpiece and other operating objects, and the error of the conversion matrix 

between the vision system and the robot control system will further reduce the positioning accuracy 

of the robot end, thus limiting the wide application of the system integrated with the robot and 

vision in industrial production [5-6]. 

With the advance of industrial automation, the technology of visual identification and 

positioning has gradually become mature. The traditional visual recognition and positioning method 

identifies the features of the target in the image and makes selection and determination by artificial 

restriction rules. However, this method can only be applied to simple pattern features, such as the 

circular Mark point is used to locate the PCB board, and the color domain difference is used to 

classify the workpiece with different colors. The area difference is used to identify the workpiece of 

different sizes [7-8]. Due to the variety of product designs, the features of target images are 

becoming more and more complex, and simple feature description can no longer adapt to the 

diversity of artifacts [9]. Image recognition technology uses template matching to adapt to the 

diversity of the workpiece, and feature extraction algorithms such as HOG, SIFT, SURF, ORB and 

LBP are applied to image processing. These algorithms use histogram features and descriptors to 

describe image features more accurately [10]. This kind of method shows good invariance in 

brightness, rotation, scale, affine and other aspects, and has good noise resistance and robustness, so 

that the image processing algorithm can adapt to more working conditions. Many scholars use this 

technology to solve industrial problems [11]. 

The combination of vision technology and robot technology is of great significance to increase 

the flexibility of robots in the production process, improve the work efficiency and the development 

of robot automation and intelligence. The acquisition, processing and analysis of the target 

information is the key to provide visual positioning and guidance for the robot. 

2. Improvement of Machine Vision Processing Localization Method Based on Deep Learning 

2.1. System Design 

(1) Image acquisition system 

In this paper, industrial robots are used to drill holes at specific positions of the target workpiece. 

In order to enable industrial robots to drill effectively on the workpiece, the most important thing is 

for industrial robots to get the position of the processing point [12]. The traditional industrial robot 

operating system often uses off-line Teaching method to obtain the position of the point to be 

processed, that is, teaching-then-work. The operating system needs to measure the position 

information of the point to be processed with the Teaching device in advance, and then the 

industrial robot completes the processing repeatedly according to the Teaching method. This kind of 

operating mode system has poor flexibility, low operating efficiency, and the accuracy cannot be 

guaranteed [13]. In order to improve the flexibility of the industrial robot and adapt to the change of 
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the working environment, the processing system designed in this paper controls the industrial robot 

to carry out relevant operations by collecting workpiece information through machine vision, which 

has better flexibility and accuracy. This paper needs to rely on the vision system to complete the 

positioning of feature points on the workpiece, and use the image acquisition system to get the 

image of the workpiece to be processed. According to the image acquisition system, it can be 

divided into several categories as shown in Table 1 [14] according to the installation method, the 

number of industrial cameras and the control type. 

Table 1. Image acquisition system classification 

Classification Category 

Installation 
Eye-in-Hand 

Eye-to-Hand 

Number of camera 
Monocular 

Binocular and multi-eyed 

Whether the end is closed 
End of the open loop 

End of the closed loop 

 

This system mainly realizes the use of industrial robot driven pneumatic rotor operation, 

industrial camera to obtain workpiece position information, industrial robot according to the image 

processing information will be pneumatic tool to the specified position. It is mainly for the work 

pieces on the two-dimensional plane, so the image acquisition system adopts the open-loop vision 

scheme of the eye-to-hand end of monocular vision, that is, the monocular industrial camera is fixed 

at the top of the processing area. 

(2) Visual system hardware selection 

According to the overall scheme design of the system, the vision system in this paper includes 

eye-to-hand monocular vision system. In the application of machine vision system, industrial 

cameras are usually used for image acquisition. When selecting the industrial camera and lens, the 

resolution of the industrial camera, the focal length of the lens, the interface of the device and other 

factors should be considered. For the eye-to-hand monocular vision system in the system, the 

industrial camera is fixed on the workbench [15-16]. In the process of operation, the robot should be 

given sufficient space for action. The installation height of the industrial camera designed in this 

system is at least 1000mm above the horizontal plane of the table, and the visual field of the 

industrial camera on the robot operation plane can not be less than 200mm× 200mm. This system 

uses the industrial camera in machine vision to complete the recognition and positioning of the 

feature points on the workpiece. In this part, the selection of industrial camera is a very key link, its 

selection will affect the quality of the collected image, the quality of preprocessing results, image 

processing rate and drilling efficiency. According to the actual situation of the system in the 

processing operation, the field of view of the acquired image is 200mm× 200mm, and the accuracy 

requirement is 0.08mm/Pixel. According to the calculation formula (1) of the resolution of 

industrial cameras, the required minimum resolution can be calculated. 

dl /                  (1) 

- resolution; L - the width or length of the visual field; d - Precision size. 

For industry lens selection, the related parameters of the camera have already decided on the 

selected the size of the lens and the kinds of connectors, this paper chooses industrial camera sensor 
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target surface size of 1.1 ", according to the regulation of industrial camera choice face reading not 

less than 1.1 ", if there are less than the situation of industrial camera target surface size, In this case, 

the maximum aperture of industrial lenses cannot meet the needs of the camera, resulting in black 

circles at the edges and affecting image quality [17]. In terms of interface, the selected camera 

satisfies the C and CS interfaces. The distance from the industrial lens to the plane of the workpiece 

to be processed is called the working distance, and the size of this distance will affect the field of 

view of the image collected by the industrial camera. The working distance selected by this system 

is 700mm-750mm [18]. The focal length of the lens can be expressed as the distance between the 

main point and the focus after lens optics. The formula for calculating the focal length is shown in 

Equation (2) : 

VDvf /                  (2) 

Where: F -- focal length of lens; D - the distance between the lens and the target; V - longitudinal 

dimension of visual field; V - COMS vertical dimension. 

2.2. Workpiece Location Algorithm Based on Deep Learning 

The workpiece positioning algorithm based on deep learning first needs to collect enough images 

for the holding pose of a specific workpiece and the deviation Angle of the workpiece from the 

calibration position under each image. The above images are used as the training set for learning, 

and the corresponding Angle value of each image is used as the label, and then input to the network 

model for supervised learning, to obtain the prediction model for each type of workpiece. In the 

industrial production line, the workpiece deviation Angle can be obtained by inputting the collected 

pictures online into the prediction model. 

Regression prediction is to take all factors affecting the target as independent variables, the target 

value as the dependent variable, through the analysis of historical data, using mathematical methods 

to express the function relationship between the independent variable and the dependent variable, 

and using this relationship to calculate the value of the new independent variable, the result is the 

target value to be predicted. In this project, the collected image can be taken as the independent 

variable and the corresponding Angle value as the dependent variable, and the relationship between 

image and Angle can be analyzed by the method of regression prediction. Common models include 

linear regression, logistic regression, ridge regression, lasso regression and elastic regression. 

Since the whole regression positioning model requires large prediction measurement range (20°) 

and high prediction accuracy (±0.01°), it is difficult to take into account the requirements of large 

range and high precision prediction at the same time. Therefore, the whole prediction model is 

refined into two sub-models when designing the model: coarse correction model; Fine correction 

model. 

The prediction range of the coarse correction model above is one period of the workpiece, 

namely (-10°, 10°), so the training samples are collected by means of a step size of 0.1°, 200 images 

per cycle, 18 cycles, 3600 images in total. The prediction range of the precision correction model is 

(-1°, 1°), the sample sampling step is 0.01°, 18 cycles, a total of 3600 images. The measurement 

range of this step is far greater than the accuracy of the coarse correction model, which is more 

conducive to ensure that the workpiece must be within the correction range of each step. 

As an image feature extractor, the model of convolutional neural network mainly refers to the 

classical image classification network ResNet, which is different from the original network to 

perform 1000 class image classification tasks on ImageNet competition. The size of the input image 



Kinetic Mechanical Engineering 

49 
 

in the experiment is 2000 × 60, and the final network value outputs 1 value as the result of the 

regression, and the loss function is modified to the absolute value of the error between the predicted 

value and the label. On the root processing module, the size of the convolution kernel is changed to 

3×3, and the step size is changed to 1. The size of the residual learning module remains the same, 

and the number of convolution kernels is reduced. 

The convolutional neural network for extracting the features of the convolution image is mainly 

the superposition of multiple residual learning units, using the continuous series of smaller 

convolution kernels, and the later feature map represents the more complex features in the image. 

Finally, the feature is input into the fully connected layer, and the prediction result is obtained by 

linear regression. In order to reduce overfitting, optimization methods such as drop-out and L2 

regularization are used. 

TensorFlow has been recognized by the majority of users due to its excellent performance, and it 

is also relatively outstanding in model design, interface, deployment, performance and architecture 

design. The framework is updated and iterated in real time rapidly, and there is an active 

community to learn from each other. Moreover, it can simultaneously meet the needs of industrial 

production and academic research, support distributed computing, has strong portability, support 

CPU, GPU and other platforms, so that all industries begin to use it for production practice. In view 

of this, this paper takes TensorFlow as the framework to build a deep learning network model for 

accurate positioning of artifacts. 

3. Experimental Platform Building and Network Training 

In this experiment, TensorFlow framework was used to build an improved deep learning neural 

network. The computer configuration of the experiment is shown in Table 2. 

Table 2. Computer configuration 

Configuration items Configuration information 

CPU Intel Xeon Gold5115 

GPU Nvidia Quadro P4000 

Memory 32GB 

Disk 1T 

 

The input image size is 224x224, the activation function is Relu, the batch size is set to 32, the 

regularization coefficient is set to 0.0003, the IOU of the prediction box is set to 0.6, the NMS is set 

to 0.3, and the total number of iterations is 20,000. 

4. Analysis of Experimental Results 

4.1. Comparison Before and After Improvement 

As shown in Figure 1, before the model is iterated 5000 times, the accuracy of the machine 

learning model and the improved model in the artifact dataset is roughly equal, and when the 

number of model iterations exceeds 10000, the accuracy of the improved model in the dataset is 

slightly higher than that of the machine learning model in the dataset. 
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Figure 1. Relationship between iteration times and detection accuracy 

 

Figure 2. The relationship between the number of targets and the detection accuracy 

As shown in Figure 2, the more the number of objects in a single image, the higher the 

probability of missed detection and the lower the accuracy of object detection. Therefore, the small 

number of targets has a great impact on the accuracy of target detection. However, the improved 
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model is of great help to improve the probability of missing detection. When the number of objects 

is more than 2, the recognition accuracy of the improved model is higher than that of the SSD 

model. When the number of objects is 5, the detection accuracy of the improved model is still 

higher than 90%. 

4.2. Test Results of Different Models 

Table 3. Test results of each model 

Model mAP/% FPS 

CNN 93.2% 15 

Machine vision algorithm 91.7% 29 

Improve deep learning 

algorithm 
94.6% 24 

 

As can be seen from Table 3, after the algorithm is trained, the mAP value based on the 

improved model reaches 94.6%, and the accuracy rate is 2.9% higher than that of the machine 

vision algorithm. In terms of speed, the improved model is not as fast as machine vision, but higher 

than CNN. This is because the improved SSD speed is reduced by increasing the number of layers 

for feature extraction. 

5. Conclusion 

This paper mainly solves the problem of workpiece identification and positioning in the process 

of automated assembly, conducts an in-depth study on the detection and positioning of the target 

workpiece, establishes a monocular vision system, and detects the target workpiece through deep 

learning methods. This paper implements the identification and location of scattered workpiece, and 

the feasibility of the algorithm are verified through the experiment, but still there are some problems 

need to be further solved: identification of a target artifact result is not very stable, there may be 

some shade, overlapping artifacts cannot be accurately detected, some of the volume is too small 

target artifact may be ignored. Improved deep learning model workpiece target detection reduces 

the missed detection rate of small targets, but the increase of computation affects the speed of target 

detection. In the later stage, the basic network will be trimmed and optimized to a certain extent to 

further achieve the accuracy and real-time performance of target detection. 
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