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Abstract: In the era of Internet big data, how to preprocess non-standard text data and 

obtain effective classification features from it has an important impact on text emotion 

analysis(TEA). In the work of emotion analysis, text data preprocessing and emotion 

feature acquisition are the basis of emotion analysis task. For this reason, this paper 

proposes convolutional neural network(CNN) and NB algorithm technology to study TEA. 

Firstly, it introduces the deep learning based cyclic neural network model and NB 

algorithm technology, constructs a TEA model based on CNN and Naive Bayes(NB), and 

then designs the emotion analysis model according to the process of text evaluation object 

extraction; Finally, taking microblog as the research object, by comparing the experimental 

results of CRF model of machine learning, model based on cyclic neural network and 

model based on CNN and NBian model proposed in this paper, it is found that the emotion 

classification model designed in this paper combined with the model of Word2vec word 

vector has obtained the best experimental results, which proves the feasibility of this 

method. 

1. Introduction 

At present, with the development of the Web 2.0 era, the Internet has become one of the most 

popular communication tools. It has rapidly attracted a large number of Internet users with its 

convenience and rapidity. At the same time, it also produces a large number of text information, 

including not only the description of some objective facts, but also the subjective emotional state, 

current affairs views and opinions of a large number of Internet users. These subjective information 

not only helps businesses to formulate product marketing strategies, It also provides important 

reference data in the field of public opinion monitoring. Therefore, this paper proposes CNN and 

NB algorithm technology to analyze the text emotion. 
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Based on CNN and NBian TEA, many scholars at home and abroad have studied it. It is a 

relatively new topic to use deep learning technology to deal with the emotion analysis of microblog 

short text. It can make the Internet TEA train faster and get good results. At present, more and more 

scholars have used deep learning methods to deal with natural language problems. As a new 

technical means, deep learning has important research value [1-2]. 

This paper first introduces CNN and NB classification algorithm, then analyzes the TEA based 

on CNN and NB; Finally, through experiments, we compared the emotion classification results of 

the word vector model randomly constructed based on CNN and the emotion classification results 

based on CNN combined with Word2vec word vector and NB classification algorithm. The 

experimental results show that the TEA model designed in this paper based on CNN and NB has 

finally obtained the best experimental results, so it also proves the feasibility of this method [3-4]. 

2. Convolution Neural Network and NBian Analysis 

2.1. Convolution Cyclic Neural Network 

2.1.1. General Structure 

The overall structure of the convolutional recurrent neural network proposed in this paper is 

shown in Figure 1: 

 

Figure 1. Overall structure of convolutional recurrent neural network 

Before entering the CNN model, the original text sentences first undergo preprocessing and text 

vectorization, and become data in the form of word vector sequence. Each element in the vector is a 

real number. 

Therefore, the input data of the convolution neural network is the vectorized text, that is, the 

word vector sequence, which is input into the convolution layer. Through one-dimensional 

convolution, different first level features are extracted with different convolution kernels of equal 

length. Then, these different first level features are input into the circulation layer as a whole to 

extract the second level features. Then, the drop out is used to prevent the occurrence of over fitting. 

Finally, a Softmax classifier is used, Output the final classification results [5-6]. 

2.1.2. Rollup Layer 

This layer extracts the multi-dimensional features of the input text by using a number of different 

convolution kernels through one-dimensional convolution with a step size of 1. Generally, there are 

three convolution methods: narrow convolution, wide convolution and same convolution. Among 

them, narrow convolution is commonly used, and the length of output vector is smaller than that of 

input vector; The same convolution and the wide convolution make the length of the output vector 

equal to or even greater than the output vector by means of zeroing; For the case where the length 

of the convolution kernel exceeds the length of the input vector, the wide convolution is used [7]. 

Since the length of the convolution kernel used in this paper is smaller than the length of the 

sentence vector, and in practical terms, each convolution result represents a tuple of n-ary syntax, 
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which is not suitable for zero filling, this paper uniformly selects narrow convolution as the 

convolution method [8-9]. 

Convolution is to calculate the area of the overlapping part of two integrable functions f (x) and 

g (x) after they are flipped and translated, that is, to calculate the integral. With the change of 

translation quantity, i.e. integral variable, the area forms a new function, which is the convolution of 

these two functions. The formula (1) is as follows: 

 bxgfxgf )()())((  

     (1) 

Where * represents convolution operation, δ Represents an integral variable. 

In fact, convolution exists in continuous or discrete fields such as statistics, acoustics, electronic 

information and signal processing. Another way to describe the above calculation process is to 

calculate the superposition area after the function f (x) is translated by the convolution operator g 

(x). In the convolution of image and text, the operation is to realize weighted superposition through 

a convolution operator - convolution kernel [10-11]. 

In order to save space and simplify, among f convolution kernels, the i-th convolution kernel hi 

obtains the i-th feature sequence. When solving the second element r2 (i) of this sequence, the 

convolution kernel is mapped to the second and third word vectors (i.e. the position of the second 

2-tuple) in the word vector sequence, the two values in each element are multiplied, and finally 

these products are added, that is, the value of the second element in the i-th feature sequence [12]. 

Therefore: 
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In the word vector sequence, because the sentence that represents the word vector form vertically 

has word order, the e tuple feature sequence of the sentence calculated from top to bottom vertically 

by using the convolution kernel with the length of lh not only contains the context information, but 

also contains the order of � tuples, that is, the word order of higher level features. For each 

convolution kernel, we can get a sequence of features arranged in word order. If there are f 

convolution kernels, then there are f such sequences [13-14]. 

2.2. NBian Classification Algorithm 

NBian algorithm is actually a generation model, because it is a mechanism to learn how to 

generate data. The conditional independence hypothesis expressed by it indicates that the 

characteristics of the classified sample data are conditional independent when their class labels are 

determined. Although this assumption makes the NBian classification algorithm very simple, it will 

lose some accuracy at the cost [15]. 

When using NBian classification algorithm to classify the given input data x. First, the learned 

NBian model is used to obtain the delayed probability distribution p (Y=ak | X=x), and then the 

class label of x is set to the class that maximizes the posterior probability [16]. The value of p 

(Y=ak | X=x) is obtained from Bayesian theorem, and then NBian classification algorithm is 

deduced, such as Formula (3). 
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It is observed from Formula (4) that the denominator is the same for all ak, so finally, use the 

method in Formula (3) to output its class label ak for a given input x. 
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3. TEA based on CNN and NB 

3.1. Emotion Classification Model based on CNN 

Although the neural network has great ability to learn complex decision-making functions, it is 

often easy to over fit. Especially for small and medium-sized datasets, when in the position of 

hidden units in the previous stage when the activation function is calculated at the softmax output 

layer, setting the dropout to 0 can prevent mutual adaptation between features and avoid over fitting 

[17-18]. 

Combined with the characteristics of microblog short text, the overall experimental process of 

this paper is designed using CNN model based on deep learning, which is divided into four parts: 

pre-processing of corpus, text feature extraction, training of emotion classification model based on 

CNN, and emotion orientation determination. The overall design of the experiment is shown in 

Figure 2. 

 

Figure 2. Overall experimental design 

3.2. Corpus Selection and Preprocessing 

The data used in the text is selected from the microblog text set provided by the emotion polarity 

determination of Task 4 in COAE2014. It mainly includes 40000 data sets in the fields of mobile 

phones, milk, jadeite and insurance. 5000 corpora that publish the results of manually labeled 

emotional polarity are used as the experimental training data set for cross validation. The length of 

each sentence is no more than 124 words. 

In the preprocessing of microblog data, we have used the word segmentation, denoising and stop 

words technologies mentioned earlier. First of all, we need to denoise a large number of useless 

information such as labels and special symbols in the microblog corpus. In this paper, we use the 

regular expression method to filter out the noise information in the text. Secondly, the Chinese 

grammar analysis system is used to segment the de-noised microblog corpus. The system obtains 22 

types of part of speech suffixes after text processing. The accuracy of using this system to segment 
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words is high. 

3.3. Vector Training 

For the training of word vectors, 40000 original microblog datasets are selected. First, all the 

corpora need to be preprocessed for word segmentation. After preprocessing, Word2vec tool is used 

to train different word vectors in terms of words. The training parameter settings of Word2vec are 

shown in Table 1 below. 

Table 1. Training parameters 

Parameter Significance 

-cbow 0 Adopt skip gram language model 

-size 200 Vector dimension 

-window 5 Window size 

-negative 0 -hs 1 Do not use neg method, use hs method 

-threads 50 50 threads for parallel processing 

-binary 1 Model files are stored in two forms 

4. Analysis of Text Emotion Experiment 

4.1. Evaluation Criteria for Evaluation Object Extraction 

In order to verify the effectiveness of TEA based on CNN and NB, this paper conducts an 

experimental study on TEA with microblog as the research object. The extraction of evaluation 

objects is to find out the emotional evaluation objects in each micro blog, that is, the product names 

and product attributes to be evaluated. Its evaluation methods include precise evaluation and 

coverage evaluation. The precise evaluation requires that the results of the experimental extraction 

fully match the standard answers, while the coverage evaluation is regarded as correct matching as 

long as the results of the experimental extraction overlap the standard answers. This paper also uses 

accuracy rate, recall rate and F value as evaluation indicators of microblog emotional object 

extraction. Among them, the accuracy rate is the proportion of the number consistent with the 

manual evaluation object extraction results to the total number of extracted texts. 

In this experiment, the length of the convolution kernel is 5, and the number of hidden nodes in 

the loop element is the number of convolution kernels. The experimental results are shown in 

Figure 3. 

 

Figure 3. Experimental Results of CRNN Convolution Kernel Quantity Comparison 
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It can be seen from the above figure that with the increase of the number of convolution cores, 

the prediction performance of the model generally shows a trend of increasing first and then 

decreasing. When there are 200 convolution cores, both Accuracy and MSE have the best 

performance; the large value of F1 appears at 400, but it does not change much after reaching 200. 

The analysis in this paper is that the more convolution kernels, the more features can be extracted, 

and the better classification effect should be obtained; However, when the number of nodes of the 

classifier is fixed, with the increase of the number of convolution kernels, these features cannot be 

well preserved, and distortion occurs, so the subsequent effect decreases. 

4.2. Experimental Results and Analysis 

According to the evaluation criteria of emotional object extraction as the evaluation criteria of 

experimental results, the accuracy, recall and F value of experimental results are calculated 

according to the two evaluation criteria of precise evaluation and coverage evaluation. The test 

results are shown in Table 2 and Figure 4. 

Table 2. Comparison of results of extraction of evaluation objects from different models 

Model 

Precise evaluation Coverage evaluation 

Accuracy/% 
Recall 

rate/% 
F value/% Accuracy/% 

Recall 

rate/% 
F value/% 

CRF 36.8 36.2 36.4 53.3 53.1 53.1 

CRF+part of 

speech 
38.9 38.4 38.6 55.6. 55.0 55.3 

RNN 41.2 40.9 41.0 59.5 59.2 59.3 

LSTM-RNN 43.9 43.6 43.7 61.4 60.7 61.0 

BLSTM-RNN 45.1 45.4 45.2 63.9 63.4 63.6 

 

 

Figure 4. Test results of different models 

From the data in the above chart, it can be seen that the results of the experiment based on 

BLSTM-RNN model are far higher than the experimental results of other models, both in terms of 

accurate evaluation and coverage evaluation. This shows that the experimental method in this paper 

has achieved good results, and also proves the feasibility of choosing TEA based on CNN and NB. 
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5. Conclusion 

The TEA based on CNN and NB in this paper has made some achievements, but due to the 

limited understanding of natural language processing and emotion analysis problems, the research 

on TEA technology in this paper is still in the exploratory stage, and there are still shortcomings, 

which need to be constantly studied in the follow-up work. It is necessary to increase the research 

on deep learning and adjust the structure and algorithm of neural network, which will be more 

conducive to handling the task of emotion analysis and obtain better experimental results; The 

emotional analysis in this paper does not distinguish between different fields. However, in 

microblog texts, there are some specific words and expressions for different fields. In subsequent 

research, we should establish emotional corpora in different fields, and consider the different 

characteristics of texts in this field, so as to better conduct emotional analysis of microblog short 

texts. 
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