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Abstract: With the rapid development of modern society, especially the popularity of the 

Internet and the rapid development of computer technology, people's lifestyles are 

undergoing fundamental changes. The rapid development of the Internet has led to an 

explosion of data and how people use this data has become one of the most popular 

research topics in modern society. In the past, the limitations of computer technology made 

it difficult to manage large amounts of data effectively, but the rapid development of 

computer technology has now made it possible to recognise that it is possible to manage 

and analyse such large amounts of data. The main objective of this paper is to develop a 

study of in-vehicle speech TC based on a variety of machine learning algorithms. In this 

paper, after acquiring the features of the text, a classification model is trained and this 

tagged data is learned by the model to obtain a classifier. Plain Bayesian classification, 

nearest-neighbour classification and decision trees are introduced and their advantages and 

disadvantages are analysed. The results of experiments on text from in-vehicle speech 

devices reveal that text classification (TC) using support vector machines has good results; 

natural language understanding can be achieved by combining a rule-based approach by 

first performing classification and information extraction operations on the text; and the 

feasibility of architectural modifications is demonstrated through functional verification. 

1. Introduction 

In recent years, the number of text documents in digital form has grown dramatically in size [1]. 

With the rapid development of the field of robotics and natural language processing, research into 

intelligent speech interaction has also entered a phase of rapid development. It is because speech 

has a level of convenience that other interaction methods cannot achieve that robots must have 

superb intelligent speech interaction capabilities if they are to further their intelligent role. 
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Importantly, it needs to be able to automatically aggregate and categorise documents based on their 

content. Machine learning is essentially a technology that allows computers to learn like humans 

and extract useful insights from large amounts of data [2-3]. 

In a related study, Vijayarani et al. automatically classified documents stored in a personal 

computer into relevant categories. In order to select the optimal features, a new algorithm, the 

Optimisation Technique for Feature Selection (OTFS) algorithm, was proposed [4]. Decisive results 

show that the proposed algorithm achieves better accuracy in optimising features and content-based 

classification of text documents.Andrea introduced the Interactive Classification System (ICS), a 

web-based application that supports manual TC activities [5]. The application uses machine 

learning to continuously adapt an automatic classification model, which in turn is used to actively 

support its users' classification suggestions. The 'complete freedom' requirement is met by 

designing an unobtrusive machine learning model, i.e. the machine learning component of ICS acts 

as an unobtrusive observer of the user, which never interrupts the user, constantly adapts and 

updates its model according to the user's behaviour, and is always available to perform automatic 

classification. muhammad et al. provide benchmark performance for Urdu text document 

classification [6], providing a publicly available benchmark dataset manually labelled for six classes; 

investigating the performance impact of traditional machine learning-based approaches to Urdu text 

document classification by embedding 10 filter-based feature selection algorithms that have been 

widely used in other languages; also investigating the performance impact of Urdu text document 

classification by using a bidirectional encoder representation of the Transformer performance 

impact of migration learning; and the completeness of a hybrid approach combining traditional 

machine learning-based feature engineering and deep learning-based automatic feature engineering 

was evaluated. Experimental results show that both the feature selection method, known as the 

normalised difference measure, and the support vector machine outperform the state-of-the-art on 

two closed-source benchmark datasets, CLE Urdu Digest 1000k and CLE Urtu Digest1 Million. 

This paper focuses on in-car speech TC based on a variety of machine learning algorithms. 

Based on the text data, this paper firstly conducts a preliminary sub-analysis on the framework of 

auxiliary maintenance of in-vehicle equipment, then cites five examples of in-vehicle equipment 

maintenance texts based on the characteristics of in-vehicle equipment fault maintenance texts, and 

addresses the problems and challenges in fault TC; then analyses the steps of TC, the analysis of 

intention recognition techniques, and the detailed analysis of feature extraction steps; finally 

conducts an experimental analysis of in-vehicle equipment maintenance texts and in-vehicle speech 

texts. Finally, the experimental analysis of in-vehicle equipment maintenance text and in-vehicle 

voice text is carried out. 

2. Design Research 

2.1. Auxiliary Maintenance Framework for In-Vehicle Equipment Based on Text Data 

When a fault occurs in on-board equipment, maintenance personnel who are professionally 

trained and familiar with the working principles of on-board equipment observe the fault 

phenomena and data through their fault diagnosis efficiency, which directly depends on the 

technical level of the maintenance personnel and their understanding of the equipment. For 

inexperienced on-board equipment maintenance personnel, the problem of long diagnosis time and 

low diagnosis efficiency may occur in the fault diagnosis process [7-8]. In the event of a fault in the 

on-board equipment, the on-board maintenance personnel will use natural language to record the 

state and phenomenon of the on-board equipment when it fails [9-10]. In this paper, through the 
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analysis of these fault maintenance texts, it is found that these fault maintenance texts imply 

effective fault category information, as shown in Figure 1, the on-board fault records contain 

information related to the composition structure of the on-board equipment, the state of each 

composition structure, and this information can effectively reflect the cause of failure of the 

column-controlled on-board equipment, i.e. the fault category [11-12]. By representing the fault 

record text, feature extraction, and mining the pattern relationship between the fault record and its 

corresponding fault category, a fault record text classifier is obtained, which can predict the fault 

type for new fault records. As an auxiliary maintenance method, the fault record TC system 

constructed in this paper aims to assist in on-board equipment fault diagnosis and improve the 

efficiency of fault diagnosis [13-14]. With the accumulation of in-vehicle fault records, the fault 

information contained in fault text data becomes richer and richer, and fault diagnosis based on fault 

data reflects the relationship between system structure principles and fault categories from another 

perspective, and the connection between fault phenomena and fault causes (categories) is obtained 

from the data level. As more fault data becomes available, the more significant the assistance that 

an on-board maintenance system based on maintenance texts can provide for fault diagnosis 

[15-16]. 

Implicit category information

Brake test

Mode 
Relationship
Excavation

Wireless communication

BTM, JRU, STM

Fault Record 
Text Classifier

 

Figure 1. Text classification and on-board device maintenance assistance 

2.2. Text Analysis 

Based on the analysis of the characteristics of on-board device maintenance texts, five examples 

of on-board device maintenance texts were listed to address the problems and challenges in fault TC 

[17-18]. The details are shown in Table 1 

Table 1. Examples of maintenance texts for on-board equipment 

Marking Description of the on-board fault phenomenon Fault Type 

1 
Wireless interruption timeout, train downgraded to 

CTCS-2 level of travel 
Wireless communication faults 

2 ATP cannot connect to RBC Wireless communication faults 

3 Brake test failed, system restart normal, on time Train Interface 

4 
Section dispatch notification: G1025 reported 

transponder link error at 11:10 
BTM related 

5 
G1089 failed to activate the driver's cab several times 

at Wuhan Station 
Train interface 

Combining the above five examples of in-vehicle equipment maintenance texts, the 
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characteristics of in-vehicle equipment maintenance texts are analysed as follows. 

1) The text is short and contains few units of information. The text is short in length and contains 

few word features, as many as a few dozens or a few, while the document set corresponds to a 

lexicon of up to several thousand dimensions. When using the bag-of-words model representation, 

the bag-of-words model representation of the text exhibits high and sparse characteristics, which is 

not conducive to the construction of subsequent classifiers [19-20]. 

2) There is little overlap of word feature units on the bag-of-words model. Due to the short 

length of the text, which contains few word units, and the use of natural language by on-board 

maintenance personnel to describe fault phenomena, there are multiple fault phenomena for the 

same fault type and multiple ways to describe the same fault phenomena. The complex mapping 

relationship between fault types and fault phenomena due to the complexity of the system and 

operating environment, as well as the unstructured text description approach result in two 

semantically similar texts with little or no overlap of word feature units in the bag-of-words model 

representation [21-22]. As in the above-mentioned l and 2 maintenance texts, from the semantic 

point of view, it is easy to determine that these are two fault phenomena caused by wireless 

communication faults, but these two documents do not have any overlapping word feature units on 

the bag-of-words model, i.e. the similarity of the bag-of-words model representation vectors of the 

two documents is 0, which is obviously unreasonable. 

3) Uneven distribution of text categories. The number of texts in different categories varies 

greatly, which poses a challenge to the classification task. 

3. Experimental Study 

3.1. TC 

After pre-processing the corpus with word separation, feature selection and feature weight 

calculation, the text needs to be classified for the purpose of intent recognition, i.e. to identify 

whether the user input sentence wants path planning, or wants a song to be played, etc. 

LibSVM is an open source support vector machine library that provides automated tuning tools 

that make it easy to do classification or regression on data. The library is based on the C++ 

language and also provides a JNI-based Java API, which is the most used library for SVMs in 

China today. 

The steps to implement TC based on LibSVM are as follows: 

1) Organize the results after corpus feature extraction and weight calculation into the format 

required by LibSVM, as follows: 

Labell 1: valuel 2:value2⋯.1abel21: valuel 2:value2⋯. 

Where labell and label2 represent the category of the classification, specifically for this thesis 

1 represents "route planning"; 

2 represents "real-time traffic search"; 

3 stands for "Peripheral search"; 

4 represents "music playback"; 

5 for "Listen to radio"; 

6 for "Make a call"; 

7 stands for "Other". 

The "other" class is provided to avoid misclassification. Since SVM always provides the highest 

probability result in the end, when the user says a sentence that does not belong to any of the valid 

categories, an "other" class is provided to identify cases that the semantic recognition engine cannot 
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recognize. For example, if the user says "Have you eaten yet", the classification result is 

unpredictable if no "other" class is provided, but when the "other" class is provided, it can be 

classified as "other", at which point it can be prompted, "Sorry, I didn't understand, please say it 

again, for example, you can ask how to get to Tiananmen Square". 

The sequence of key-value pairs (1: valuel 2: value2, ...) after the label represents the feature 

word number and the corresponding weight (the TF-IDF value calculated in the previous section). 

2) For text training, LibSVM provides an automated training script (easy.PY) that automates 

operations from normalisation to parameter selection. The script finds the optimal parameters by 

cross-checking. 

3) Feature normalisation of the test feature vector 

4) Perform prediction on the test text. 

5) Call libsvm in the java project to perform the prediction. Firstly, we need to include the 

libsvmjar, package, and use this package to call the prediction function provided by libsvm. 

Secondly, we need to load the model file and normalization rule file trained using the corpus, and 

finally call the interface provided in the phase libsvmjar package to implement the classification of 

user input sentences. 

3.2. Intent Recognition Techniques 

In intelligent speech interaction systems, when the user issues a dialogue command, the process 

of the machine understanding and giving feedback is called intent recognition. It is also a TC 

process that selects the most similar categories among known texts to determine the current 

speaker's intention. The main components include the following. 

1) Pre-processing: Pre-processing the text before extracting features can attenuate the 

interference of noise. Firstly, it needs to be word-separated; secondly, it removes words that are not 

useful for expressing the intention of the text, i.e. deactivated words, which can affect the 

processing speed of the text. 

2) Text vectorisation: vectorising text allows it to be directly involved in mathematical 

operations. 

3) Text feature extraction: Once the text has been vectorised, useful information is then extracted 

from it. At this point a weighting factor is introduced to evaluate the importance of each word. 

Assuming that all words are equally useful and then all words have a weight of 1. However, each 

word has a different level of importance to the sentence, so it is necessary to differentiate the level 

of importance of words. The following are some common algorithms. 

(1) Word frequency (TF): the number of times a word appears in a document is counted and 

compared to a set threshold to configure the weights accordingly. This method is simple, but some 

low word frequencies may be subject words, thus missing important information. 

(2) Word Frequency-Inverse Document (TF-IDF): The importance of a word is measured in 

terms of both word frequency and inverse document frequency. The higher the word frequency and 

the lower the inverse document frequency, the more important the word is to the whole article and 

the more representative it is of the whole article, and the TF is defined by equation (1). 
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Where sub ni, j is the number of occurrences and Σ is the sum of the counts; TF alone does not 

provide a more complete description of the relevance of a document, as there will be words that 
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recur in order to link statements. It is in this context that the inverse text frequency (IDF) was 

created. The formula is shown in equation (2). 
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Where D is the total number of documents. j is the number of documents. The high-weighted 

TF-IDF is calculated as follows. 

IDFTFIDFTF                              (3) 

(3) Mutual information: It is used to measure the degree of association between two pieces of 

information. The principle of mutual information is shown in equation (4). 
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In the case of continuous random variables, the summation is replaced by a dual definite integral: 
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This formula is known as the mutual information of two discrete random variables, X and Y. 

(4) TC algorithms: After acquiring the features of a text, a classification model is trained and the 

model learns that tagged data to obtain a classifier. The following is a description of several 

common algorithms and an analysis of their advantages and disadvantages. 

(1) Plain Bayesian classification: The classification to which a location data belongs is mainly 

determined by the probability of the known data. The posterior probability is obtained as shown in 

the following equation. 
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Where P(A | B) is the known prior probability, and then the posterior probability P( B | A) is 

found using the Bayesian formula. Plain Bayesian classification can be predicted in real time and is 

effective in making classification predictions, with good performance for high-dimensional data. 

However, if the training data does not represent the whole well because the features are not fully 

independent in most cases, the classification effect is not satisfactory in this case, and smoothing 

techniques are needed to solve this problem. 

(2) Nearest Neighbour Classification: or K-Nearest Neighbour Classification, is to find the K 

data that are most similar to the sample, and to which category the majority of these K data belong. 

Nearest-neighbour classification does not require assumptions about the data and can solve 

multi-class problems, but it is no longer applicable when the data set is large and slow and 

inefficient. 

(3) Decision tree: As the name suggests it is a tree structure. It goes down to the leaf nodes, at 

which point each child node corresponds to a value taken for that feature, and finally the category 

stored in the leaf node is used as the decision result. 

The advantage of a decision tree is that it has high classification accuracy, can automatically 

perform feature selection and can effectively reduce the probability of overfitting the model. 
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However, it is easy to over-fit and cannot be used for some decisions that cannot be expressed in 

quantitative terms. 

3.3. Feature Extraction Steps 

The basic principle of the chi-square test is as follows: in order to select the best features, the 

correlation between each feature and the category is calculated, and the features with the highest 

correlation are selected as classification features. For example, suppose the relevance of the feature 

word "navigate to" to the category "path planning" is calculated, and the statistics in the corpus are 

shown in Table 2: 

Table 2. Example of a chi-square test 

Feature selection Part of "path planning Not "path planning" Total 

Include "Navigate to" A B A+B 

Does not include "navigate to" C D C+D 

 A+C B+D N 

1) Classification of the corpus means that the corpus is stored in different text files according to 

categories, and within the text files, each sentence occupies one line (equivalent to a document). For 

this thesis, the corpus is divided into different categories according to the corresponding operations, 

such as path planning, surrounding retrieval, real-time traffic query, playing music, listening to the 

radio, etc. The corpus is stored in the corresponding different text files, and noise text files are 

added in order to improve the robustness of the classification. In order to avoid the problems caused 

by the unbalanced corpus, the number of sentences in each text is kept as close as possible. A total 

of 1000 sentences were included in the original corpus, 900 samples were randomly selected as 

training samples and the remaining 100 sentences were used as test samples. As the number of tests 

increased, a total of 8000 sentences were included in the final training sample. 

2) Calculate the chi-square test values for each word and wordiness in each classification. The 

number of sentences for each word and lexeme in each classification file (corresponding to A in the 

formula); the number of sentences for each word and lexeme in all classification files 

(corresponding to A+B in the formula); the number of sentences included in each category 

(corresponding to A+c in the formula); and the total number of sentences in all classified corpus 

(corresponding to N in the formula) were counted. Finally, the chi-square test values for each word 

and lexical category in each category were calculated according to the chi-square test calculation 

formula. Since A, A+B, A+C and N are already known, the number of sentences containing a word 

but not belonging to a category can be found as the number of sentences corresponding to that word 

in all categories minus the number of sentences corresponding to that word in that category (i.e. 

B=A+B.A); the number of sentences not containing a word but belonging to a category is the total 

number of sentences contained in that category minus the number of sentences corresponding to 

that word in that category (i.e. C= A+C.A); the number of sentences that neither contain a word nor 

belong to a given category is the total number of sentences contained in all documents in the 

category minus the number of sentences that contain a word and belong to a category, contain a 

word but do not belong to a category, and do not contain a word but belong to a category (i.e. 

D=N-A-B-C). . 

3) Sort all words and lexemes in the document by CHI value, and select the top n words and 

lexemes with the highest CHI value as TC features. It should be noted that the size of n also affects 

the classification accuracy. After several adjustments, the current n value for words is 40 and for 

lexicalities is 14. 
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4. Experiment Analysis 

4.1. Analysis of in-Vehicle Equipment Maintenance Texts 

Table 3 gives the percentage of sample sizes for each category of maintenance text. 

Table 3. Percentage of samples in each category of maintenance text 

Type of fault 
BTM 

faults 

Wireless 

communication failure 

ATPCU 

faults 

Train interface 

fault 

TCR 

fault 

SDU 

fault 

JRU 

fault 

Percentage of 

samples 
12.6% 45.3% 22.6% 7.2% 4% 5.2% 3.2% 

 

 

Figure 2. Analysis of the percentage of samples in each category of maintenance text 

As can be seen in Figure 2, the seven categories of faults have a majority category, such as 

wireless communication faults, which account for 45.3%, a minority category, such as TCR faults, 

which account for only 4%, and JRU faults which account for only 3.2%. This severe class 

distribution imbalance poses a challenge to the construction of the classifier. Traditional 

classification models (e.g. support vector machines) that aim to minimise misclassification loss will 

favour the majority class at the expense of the minority class when dealing with class imbalance 

data, which leads to extremely poor classification of samples on the minority class, resulting in 

impractical classifiers. 

4.2. Experimental Analysis of In-Vehicle Speech Text 

(1) Speech recognition engine measurement 

The integrated Baidu speech recognition engine was tested in Mandarin in a quiet environment, 
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and the results are shown in Table 4. 

Table 4. Speech recognition engine evaluation results 

 Accuracy Recall 

Navigation 0.87 0.86 

Music 0.79 0.79 

Telephone 0.74 0.74 

Broadcast 0.85 0.85 

(2) TC test results 

The text was classified into seven categories: route planning, surrounding search, real-time 

traffic playing music, listening to the radio, making a phone call and other categories. A running 

database was used to validate them, with a total of 8277 pieces of data. The test results are shown in 

Table 5. 

Table 5. TC results 

 Accuracy Recall 

Route Planning 0.98 0.98 

Neighbourhood search 0.98 0.98 

Real-time traffic 0.97 0.98 

Calling 0.99 0.98 

Music playback 0.97 0.97 

Listen to the radio 0.97 0.98 

(3) Information extraction test results 

Semantic information extraction for applications such as route planning, peripheral search, 

playing music, listening to radio, body control and making phone calls was implemented. A running 

database was applied to validate them and the test results are shown in Table 6. 

Table 6. Semantic recognition results 

 Accuracy Recall 

Route Planning 0.95 0.95 

Neighbourhood search 0.94 0.93 

Real-time traffic 0.95 0.95 

Calling 0.96 0.95 

Music playback 0.96 0.96 

Listen to the radio 0.93 0.93 

(4) Overall test results 

The integrated Baidu speech recognition engine was tested in Mandarin in a quiet environment 

with a total of 8,277 data. The overall test results are shown in Table 7. 

Table 7. Semantic recognition results 

 Accuracy Recall 

Route Planning 0.77 0.77 

Neighbourhood search 0.75 0.75 

Real-time traffic 0.78 0.75 

Calling 0.70 0.69 

Music playback 0.74 0.73 

Listen to the radio 0.71 0.72 

Total 0.77 0.76 
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Figure 3. Semantic recognition results analysis diagram 

From the test results in Figure 3 above, it can be seen that the use of conditional random fields 

for named entity recognition and semantic recognition has good results; the use of support vector 

machines for TC has good results; the natural language understanding function can be achieved by 

combining the rule-based approach with the classification and information extraction operations on 

the text first; the feasibility of the architectural modification is proved through functional 

verification. 

5. Conclusion 

With the rapid development of artificial intelligence in recent years, human-computer interaction 

has become a popular research area in computer science. Human-computer interaction has to solve 

the problem of accurate recognition and fast response on the one hand, and to continuously improve 

the level of understanding of the machine on the other. Improving the machine's speech and text 

processing capabilities is one of the main factors in improving the level of understanding. This 

paper investigates the application of various machine learning algorithms to in-vehicle speech and 

TC. The framework of in-vehicle equipment maintenance assistance is analysed and examples of 

in-vehicle equipment maintenance texts are presented; after pre-processing the corpus with word 

separation, feature selection and feature weight calculation, the texts are classified for the purpose 

of intent recognition; then the intent recognition techniques are analysed and the steps of feature 

extraction are described in detail; during the experimental analysis of in-vehicle speech texts, it is 

found that the use of conditional random fields In the course of the experimental analysis of 

in-vehicle speech text, it is found that the use of conditional random fields for named entity 

recognition and semantic recognition has good results; the use of support vector machines for TC 

has good results; and the feasibility of the architectural modification is demonstrated by performing 

functional verification by first classifying the text and information extraction operations. 
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