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Abstract: Today, data is gradually changing in popular culture in a continuous, rapid and 

time-varying direction. According to the new application framework, people put forward 

higher requirements for the performance and functions of data systems, and also put 

forward higher requirements for the practice and understanding of data processing. This 

paper aims to study the processing method of structured data and the construction of 

distributed processing system. This paper first analyzes the research status of distributed 

data systems at home and abroad, then designs a typical distributed data processing system 

and discusses two basic technologies of the system, and finally applies it to the project of 

postal centralized delivery system. This paper summarizes the structural and linguistic 

features of the text. According to these characteristics, this paper proposes an 

organizational structure. The method has three main parts: text prioritization, new text 

discovery and information extraction. This paper analyzes the characteristics and memory 

space allocation of continuous query, and designs a dynamic window query based on the 

greedy principle, which improves the efficiency of continuous query processing. Proven by 

experiment. The new word rate with a word length of more than 5 is 0%. In the case of 

different data volumes, the load change rate of the system is less than 0.05, and the system 

is stable. 

1. Introduction 

In recent years, with the development of digital information technology and the development of 

network technology, the requirements for the transmission and processing of information are getting 

higher and higher. The information that can be represented by data or a unified structure is called 

structured. Data, such as numbers, symbols. Structured data has specific fields, namely row data, 

which are stored in the database, and the implemented data can be logically expressed in a 

two-dimensional table structure. For example, a user uses a social software to post a comment, 
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which has fields such as a post identifier (Identifier, ID), time, title, and text. With the rapid 

development of distributed data stream processing technology, a large number of experts, scholars 

and research institutions are devoted to the research of distributed data stream processing 

technology. Academia and industry fully realize that distributed data stream processing technology 

has broad application prospects and development space [1] -2]. 

In the research on the processing method of structured data and the construction of distributed 

processing system, many scholars have studied it and achieved good results. For example, Lin WD 

has deeply studied how to extract and detect abnormal patterns in the data flow environment, and 

proposed An algorithm for detecting and predicting the trend of abnormal patterns over time is 

developed, and a measurement framework and corresponding algorithms are constructed to 

accurately extract abnormal patterns [3]. Strzalka D deeply studied the method of processing data 

stream with continuous query [4]. 

This paper first analyzes the research status of distributed data systems at home and abroad, then 

designs a typical distributed data processing system and discusses two basic technologies of the 

system, and finally applies it to the project of postal centralized delivery system. This paper 

summarizes the structural and linguistic features of the text. According to these characteristics, this 

paper proposes an organizational structure. The method has three main parts: text prioritization, new 

text discovery and information extraction. This paper analyzes the characteristics and memory 

space allocation of continuous query, and designs a dynamic window query based on the greedy 

principle, which improves the efficiency of continuous query processing. 

2. Research on the Processing Method of Structured Data and the Construction of Distributed 

Processing System 

2.1. The Difference between Distributed Systems 

If we regard the datasets as a special data stream, then we can define DDSMS as an extension of 

a traditional database system. Next, we first make an inductive comparison between DDSMS and 

DBMS. 

Several functional and performance differences between traditional DBMS and DDSMS: 

(1) The basic calculation model is not consistent. Traditional database management system 

assumes that DBMS passively stores data units, while users actively initiate queries and other 

operations. This is a user-active and DBMS passive model. The DDSMS obtains the data from an 

external data source and returns the data to the user when the system detects the data that meets the 

query conditions. This is a DDSMS-active and user-passive model. 

(2) The DBMS query is an accurate query, and currently no DBMS provides a built-in function 

to support the approximate query. And DDSMS, due to the large amount of data and rapid changes, 

can often only provide approximate query results. 

(3) DBMS provides a query, a query to obtain the query results, and DDSMS is a continuous 

query, as long as the user has registered a query, and does not cancel the query, then the query will 

always be valid, DDSMS constantly returns the query results to the user. 

(4) DBMS usually does not consider the time and space constraints associated with transactions, 

and its scheduling and processing decisions do not consider the various time characteristics of the 

data. The design index of the system does not emphasize the adaptability of real-time and query 

service quality, while real-time and adaptability are just necessary for data flow applications [5-6]. 

Accessibility, transparency, openness, and scalability are the four main characteristics of 

distributed systems. 
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(1) Accessibility. Achieving convenient and fast resource sharing and allowing users to access 

remote resources more conveniently is the fundamental purpose of a distributed system. There are 

various types of shared resources, and various devices such as computers, scanners, servers, storage, 

and networks can be shared and used by other users as resources. 

(2) Transparency. The transparency of a distributed computer means that the interface finally 

presented to the user is single, and the user cannot see the complex underlying structure and 

resource allocation of the system. There are four types of transparency: access, location, replication, 

and fault transparency. The transparency of the system improves the compatibility and portability of 

the system, hides the underlying complex architecture, and improves the user experience. 

(3) Openness. The openness of a computer program is the property that determines whether the 

program can be extended and copied in different ways. The openness of a shared system depends 

primarily on the extent to which new resource-sharing services can be added and used by multiple 

client systems. 

(4) Scalability. Distributed systems can operate effectively and efficiently at different scales. The 

system still works if the number of resources and users surges [7-8]. 

2.2. Algorithm Selection 

The structured data processing method selected in this paper is based on the Dirichlet 

distribution algorithm. The Dirichlet distribution is a set of continuous multivariate probability 

distributions, just as the Beta distribution is the conjugate prior probability distribution of the 

binomial distribution. The Ray distribution is used as the conjugate prior probability distribution of 

the polynomial distribution [9]. 
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(1) 

In layman's terms, the Dirichlet distribution is actually, under the premise that the probability set 

of the result set of R{R1, R2...Rn} obtained by event A in an experiment is p{p1, p2...pn}, Continue 

to do experiments to find out what is the probability P` of this probability set P, which is equivalent 

to finding the distribution above the probability distribution of event A. And such a distribution is 

the Dirichlet distribution. This paper still uses the latent Dirichlet model for word clustering to 

extract text topics [10]. 
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(2) 

2.3. Database Design 

The role of the database is to store relevant data and make it available to users. The database 

design of this system is divided into three levels. 

The third-level database refers to the database of each mail car, which stores the data information 

of all the parcels passing through the mail car. 

The secondary database is between the monitoring system and the mail car, and is specially used 

to receive and classify the information of the mail package. The main function of collecting and 

storing the parcel data information of each postal car is to reduce the load of the monitoring system, 

improve the speed at which users can acquire data, and play a caching role. 

The primary database is the database of the monitoring system. When the user queries data, the 
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monitoring system directly queries the secondary database for the required data and stores it for the 

user to find. In addition to storing postal data information, this database can also store some data 

that users often need to query, such as area code correspondence, postage costs, etc. [11-12 ].  

3. Structured Data Processing Method and Distributed Processing System Construction 

Research Design Experiment 

3.1. Overall System Design 

 

Figure 1. System flow diagram 

(1) The parcel is an analog signal; 

(2) The library stores the postal information on the basis of the communication protocol; 

(3) The detection system is used for on-demand data information; 

(4) Two-way communication is adopted between the library and the postal package, and the local 

two-way communication is used between the detection system and the library. 

3.2. Experimental Design 

This paper designs experiments for the structured data processing method and distributed 

processing system constructed in this paper. The first is to analyze the information extraction word 

length of structured data, and select a variety of word lengths to verify the relationship between new 

words and registered words.. The second is to study the load change rate of the distributed 

processing system to explore the stability of the system. 

4. Structured Data Processing Method and Distributed Processing System Construction 

Research Experiment Analysis 

4.1. Word Length 

The first group of experiments to verify the necessity of setting the word length L threshold does 

not need to conduct experiments in a stand-alone environment and on the Spark platform. Because 

although the sizes of the two datasets are different, they describe the same thing and have the same 

structure, the login words contained in them are fixed, and the word length will not change due to 
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the different sizes of the datasets, so the first One set of experiments was performed only in a 

stand-alone environment. In order to verify the necessity of setting the word length L threshold, 

1000 sample records are randomly sampled, and word length statistics are performed on these 1000 

records. The length of new words and the length of registered words in the 1000 sample records are 

counted separately. If a word can form a new word with other words, the length of the word is 

mostly 1 or 2. If the length of the word exceeds 5, it cannot be part of a word, that is, it cannot form 

a new word. The experimental data are shown in Table 1. 

Table 1. Proproportion of new words under different words 

 1 2 3 4 5 >5 

Login 

word 
100 98 59 91 96 100 

neologism 0 2 41 9 4 0 

 

 

Figure 2. The ratio of new words and login words on L 

 As can be seen from Figure 2, the L values of most Chinese words are less than or equal to 5. 

Therefore, this paper sets the threshold value of L to 5. Words with L more than 5 default to the 

common combination of multiple registered words, not a new word. Preliminary screening based on 
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the size of L can improve the efficiency of new word discovery. 

4.2. Analysis of Load Change Rate 

The experiment mainly tests the load processing capability of DDSMS in the network. 

Change the load of the system by adjusting and assigning nodes with idle DDSMS processing 

capacity: when the amount of data input per unit time is τ, the system is just not overloaded, that is, 

the amount of data that the system can process per unit time is τ, and the load of the system at this 

time is M; if the amount of input data per unit time is increased to 2τ, the system load at this time is 

2M, and so on. The load changes were recorded through repeated experiments, and the 

experimental data are shown in Table 2. 

Table 2. System load change diagram 

 100 200 400 500 1000 

Test1 1 0.97 0.95 0.94 1 

Test2 1 0.98 0.95 0.95 1 

 

 

Figure 3. Data load under different total amount of data 

It can be seen from Figure 3 that the load fluctuation rate increases slowly with the increase of 

the system load, and the difference between the peak value and the valley value is also about 0-05, 

indicating that the system has a good load handling capacity. 

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1

1.01

100 200 400 500 1000

lo
a
d

 c
h

a
n

g
e
 r

a
te

 

total data 

Test1 Test2



Distributed Processing System 

47 

 

5. Conclusion 

This paper studies several important aspects of distributed data processing systems, and analyzes 

the prototypes of related processing systems at home and abroad. A general DDSMS scheme is 

designed, and the basic functional modules are briefly analyzed. A dynamic query algorithm that 

controls the size of the sliding window is designed to limit the number of tuples stored in each input 

stream to minimize the consumption of memory space and processing time. The embodiments of 

this document provide a structured data processing method and a distributed processing system, 

which are used to improve the processing efficiency of write requests and reduce the queuing delay 

of the write operation queue. The distributed processing system is configured with a merge 

submission strategy for write requests, and the distributed processing system analyzes and judges 

multiple write requests stored in the write operation queue according to the merge submission 

strategy, so as to determine whether there is a At least two write requests of the write operation type. 

The merge commit strategy can include various implementations. For example, the write requests in 

the read and write operation queues can be polled regularly, so as to determine multiple write 

requests that are added to the write operation queue at the same time or in stages within a certain 

period of time. Whether batch processing is possible. The merge submission strategy can be 

determined by the operating user of the distributed processing system, configured in the distributed 

processing system through user configuration, or determined by the distributed processing system 

according to the queue storage situation of the write operation queue, for example, according to The 

number of write requests added to the write operation queue accounts for the ratio of the capacity of 

the write operation queue to determine whether to execute the merge-submission strategy in this 

embodiment. 
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