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Abstract: Water quality assessment and prediction is an essential part of aquatic research. 

Its purpose is to accurately grasp the situation of water quality and pollutants and predict 

the development trend in the future, which is a basic task of managing, protecting and 

maintaining the water environment. The increasingly serious water pollution has destroyed 

the ecological environment, affected people’s life and health, and seriously restricted social 

and economic development. Based on this, it is necessary to predict the water quality. 

Therefore, this paper designed support vector machine (SVM) algorithm, designed water 

quality prediction model, and utilized it to water quality prediction. At the same time, 

experiments were designed to compare the SVM algorithm with the traditional neural 

network algorithm. The average concentration value of permanganate index and ammonia 

nitrogen concentration of water quality parameters were selected for prediction and analysis, 

and finally a feasible conclusion was reached. Compared with the traditional neural 

network algorithm, SVM algorithm could greatly improve the prediction effect of the 

average concentration of permanganate index and ammonia nitrogen concentration. The 

error between the predicted average concentration of permanganate index and the actual 

value was less than 3%, which was conducive to improving the prediction effect of water 

quality. The research results showed that SVM algorithm had good prediction effect in 

water quality prediction and could expand the application range. 

1. Introduction 

Water is closely related to people’s life. Human survival and development cannot be separated 

from water resources, and the survival and development of the earth cannot be separated from water 

resources. The prediction of water resources quality can not only effectively manage water 
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resources and avoid pollution, but also help people to make the best use of water resources. The 

prediction of water resources quality can greatly improve the utilization effect of water resources, 

and the water quality management and analysis can be carried out according to the prediction 

results. Therefore, there is a need for water quality prediction. 

Water quality prediction is widely used at present, and some scholars have made great 

achievements in this field. Bisht Anil Kumar used artificial neural network (ANN) to establish the 

water quality prediction model of Ganga River [1]. Yang Huanhai established a water quality 

prediction model for aquaculture using multi-scale decomposition [2]. Solangi Ghulam Shabir 

assessed and mapped the groundwater quality in Sujawar district of coastal region of Pakistan [3]. 

Haghiabi Amir Hamzeh used machine learning method to predict water quality [4]. Ayaz 

Muhammad predicted the heavy metal pollution in the coastal sea waters of Karachi Port Area 

through neural network method [5]. Barzegar Rahim developed two independent deep learning 

models to predict the two water quality variables of Little Prespa Lake in Greece [6]. Hassan Md 

Mehedi used machine learning algorithm to efficiently predict water quality index [7]. In the 

analysis of water quality prediction, machine learning algorithm is often used, and SVM algorithm 

is rarely used.  

SVM algorithm is also applied in water quality analysis. Leong Wei Cong studied the prediction 

of water quality index based on SVM and least squares SVM [8]. Meshram Sarita Gajbhiye 

developed four machine learning models including SVM models to predict daily sediment 

production [9]. Wang Lei proposed a spatially distributed SVM system for estimating shallow water 

bathymetry from optical satellite images [10]. Shamshirband Shahaboddin used the nested grid 

numerical model and the comparison between ANN, extreme learning and machine learning models 

of SVM to predict important wave heights [11]. Seifi Akram proposed a mixed model of least 

squares support vector gamma test to estimate the water evaporation under drought conditions at 

Zahran station in Iran [12]. No one has built SVM water quality prediction model to analyze water 

quality prediction. 

To enhance the accuracy of water quality prediction, this paper used SVM algorithm to predict 

water quality. First, the importance of water quality prediction was introduced, and then the 

traditional water quality prediction algorithm was analyzed. Then, the SVM algorithm and its 

parameter importance were introduced. According to SVM algorithm, water quality prediction 

model was designed and applied to water quality prediction. Finally, compared with the traditional 

neural network algorithm, SVM algorithm could greatly enhance the accuracy of water quality 

prediction and achieve the expected results. Compared with other people’s experiments, this paper 

selected the average concentration of permanganate index and ammonia nitrogen concentration as 

water quality parameters for analysis. 

2. Importance of Water Quality Prediction 

Predicting water quality is a prerequisite for safe water use [13]. The quality of drinking water is 

directly related to human health [14]. Therefore, each production unit of water supply must carry 

out rigorous prediction and sampling. Only qualified water can enter the water supply network. 

Drinking water standards have also been set higher standards. Only a strict prediction of drinking 

water can ensure its safety. Common water quality prediction includes water quality prediction of 

water source and water supply network, as shown in Figure 1.  
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Figure 1. Common water quality predictions 

2.1. Prediction of Water Quality 

The quality of water source is the source of water quality [15]. In the production process of the 

waterworks, the change of water quality must be closely predicted, so that the quality characteristics 

of raw water can be understood timely and accurately, and the subsequent treatment stage can be 

adjusted timely and smoothly [16]. Water pollution prediction has a good application value for the 

treatment and protection of water sources. The important components of the water environment can 

be analyzed to avoid the adverse effects of water pollution on people. The water quality model can 

quantitatively simulate and predict the water environment quality, which provides technical support 

for water pollution prevention and control planning and other related management and planning 

tasks, and provides effective support for water pollution control and water source management of 

lakes and reservoirs. Most groundwater also needs special treatment to meet the drinking water or 

industrial water standards. 
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2.2. Water Quality Prediction of Water Supply Network 

The quality of drinking water discharged into the water supply network is strictly controlled at 

all stages of production [17-18]. However, this does not mean that the drinking water supplied to 

consumers can fully meet the sanitary requirements of drinking water, because drinking water as a 

special commodity has its own characteristics. After leaving the factory, drinking water is delivered 

to consumers through a series of pipes. During the continuous and liquid transportation of drinking 

water, there are many factors that affect the secondary pollution of water quality, such as the repair 

of pipeline leakage, the problem of pipeline quality, the impact on the secondary water supply 

system, and the direct pollution of illegal consumer water. 

3. Traditional Water Quality Prediction Algorithm 

There are more and more changing factors affecting the water environment, and the changes are 

also increasing. The uncertainty of the water environment is also increasing gradually [19-20]. 

From the current research situation, the estimation range obtained by the fuzzy estimation method 

using the linear weighted average method is prone to outliers, errors, spikes and other phenomena, 

and there are problems of inaccurate estimation or inconsistent results of water quality categories, 

which have little effect. In the application of fuzzy theory for comprehensive evaluation of water 

quality, it is necessary to solve the problem of fair weighting and comparability, which needs 

further research. The advantages of fuzzy method for evaluation and prediction are simplicity and 

comparability, while the disadvantages are low resolution. ANN is good at dealing with nonlinear 

dependence. However, previous studies have shown that neural networks have some shortcomings 

that are difficult to overcome, such as network structure is difficult to determine, local optimization, 

easy to readjust, and poor generalization ability. Therefore, it limits the application effect of neural 

network to a certain extent. 

Effective data mining tools include statistical pattern recognition, linear or nonlinear regression 

and ANN. Due to the rapid development of software and hardware technology, these data mining 

tools are now widely used. There is a “small sample problem”, because many practical applications 

only have a small number of known samples, while traditional pattern recognition or ANN methods 

require a large number of training samples. Before the advent of SVM technology, the solution of 

the “small sample problem”, that is, a small number of samples produce a highly generalized model, 

is a problem in pattern recognition research.  

4. SVM Algorithm 

Compared with traditional neural network training methods, SVM is on the basis of the principle 

of structural risk minimization. By addressing the quadratic programming issue, the global optimal 

solution is obtained, effectively solving the problems of model selection and relearning, nonlinear 

and dimensional catastrophes, and local minima. 

SVM realizes the mapping of nonlinear distributed sample bending space to high-dimensional 

feature space. The idea that specific nonlinear mapping methods are used to divide them linearly. 

Such high-dimensional feature space is used to construct an optimal classification hypersurface that 

can be classified. SVM essentially solves the secondary programming problem, so it has the 

advantages of high versatility, easy learning and no local minimum. 

Assuming that the given training sample is: 

       RRbababa nnn ,,,,,, 2211 
                    (1) 
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The soft variable jj  ,
 is introduced to form the error-proof penalty coefficient D and 

constant γ. Let the regression function have the following form: 

   baaf  )(                           (2) 

Then, the form of SVM model to solve this problem is: 
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Lagrange function is introduced and its dual form is obtained: 
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The final regression function can be obtained: 
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5. Construction of SVM Parameters and SVM Model 

5.1. SVM Parameters 

When using SVM algorithm for regression and prediction, the selection of kernel function and 

the optimization of parameters are important criteria to measure the accuracy of the model. In the 

SVM estimation task, the selection of error penetration coefficient, kernel function and their 

parameters have an essential impact on classification accuracy. The kernel parameters include the 

order of the polynomial kernel function, the order of the radial kernel function, and the width and 

offset of the sigmoid kernel function. 

The parameter is a penalty factor for the variance of misclassified samples. Its function is to 

adjust the ratio of empirical risk and confidence interval of the training machine to achieve the best 

generalization effect. A balance must be found between reducing the number of misclassified 

samples (reducing empirical risk) and increasing the classification interval (reducing confidence 

interval). The low value of the parameter means low training error penalty and less complex 

training machine. 

5.2. Construction of SVM Model for Water Quality Prediction 

The specific steps to establish the SVM model for water quality prediction are shown in Figure 

2.  

Step 1: The learning samples are collected and pretreated. Step 2: Kernel function and penalty 

coefficient are selected. In this paper, radial kernel function and kernel parameters are selected. Step 

3: The secondary SVM optimization problem is constructed and the algorithm is decomposed. The 

minimum sequence algorithm is used in this work. Step 4: The values of a and b are obtained and 

inserted into the equation to obtain the best classification function, namely the classification model 

of SVM. Step 5: The test sample is inserted into the model to get the test results. 
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Figure 2. Construction of the SVM model for water quality prediction 

6. Prediction Effect of Water Quality 

To analyze the prediction effect of the SVM model proposed in this article, this article selected 

the average concentration of permanganate index (unit: mg/L) and ammonia nitrogen concentration 

(unit: mg/L) of water quality parameters for prediction and analysis, and selected a water source. 

The average concentration of permanganate index and the measured value of ammonia nitrogen 

concentration from January to June 2022 are recorded in Table 1.  

Table 1. Actual measured values of water quality parameters at the water source 

Months 
Average permanganate index 

concentration(mg/L) 

Ammonia nitrogen 

concentration(mg/L) 

January 4.92 0.65 

February 4.98 0.71 

March 5.06 0.83 

April 5.24 1.18 

May 5.14 1.49 

June 5.37 1.85 
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6.1. Average Concentration of Permanganate Index 

The average concentration value of permanganate index predicted by traditional neural network 

algorithm and SVM algorithm and its error are recorded in Figure 3. 

 

A. Average permanganate index concentration and relative error predicted by neural network 

algorithm 

B. Average permanganate index concentration and relative error predicted by support vector 

machine algorithm 

Figure 3. Average permanganese index concentration and relative error predicted by different 

algorithms 

In Figure 3, A represents the average concentration and relative error of permanganate index 

predicted by neural network algorithm, and B represents the average concentration and relative 

error of permanganate index predicted by SVM algorithm. The error between the predicted average 

concentration value of permanganate index and the actual value from January to June 2022 using 

neural network algorithm was more than 3%. However, the error between the average concentration 

of permanganate index predicted by SVM algorithm and the actual value from January to June 2022 

was less than 3%. It shows that SVM algorithm has greatly improved the accuracy of water quality 

prediction compared with neural network algorithm. 

6.2. Ammonia Nitrogen Concentration 

The ammonia nitrogen concentration value and its error predicted by traditional neural network 

algorithm and SVM algorithm are recorded in Figure 4. 
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A. Ammonia nitrogen concentration and relative error using neural network algorithm 

B. Ammonia nitrogen concentration and relative error using support vector machine algorithm 

Figure 4. Ammonia nitrogen concentration and relative error predicted by different algorithms 

In Figure 4, A represents the ammonia nitrogen concentration and relative error predicted by 

neural network algorithm, and B represents the ammonia nitrogen concentration and relative error 

predicted by SVM algorithm. When two algorithms were used to predict the concentration of 

ammonia nitrogen, it was found that the two algorithms had a large error when predicting the lower 

concentration of ammonia nitrogen, and a small error when predicting the higher concentration of 

ammonia nitrogen. However, in general, the ammonia nitrogen concentration predicted by SVM 

algorithm was close to the actual value, and the relative error was also small. It shows that SVM 

algorithm can greatly improve the accuracy of ammonia nitrogen concentration prediction. 

When using the neural network algorithm, the predicted ammonia nitrogen concentration in 

January was 0.72 mg/L, and the relative error was 10.77%. The predicted ammonia nitrogen 
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nitrogen concentration in March was 0.94mg/L, with a relative error of 13.25%. The predicted 

ammonia nitrogen concentration in April was 1.25 mg/L, and the relative error was 5.93%. The 

predicted ammonia nitrogen concentration in May was 1.54 mg/L, and the relative error was 3.36%. 

The predicted ammonia nitrogen concentration in June was 1.94mg/L, with a relative error of 

4.86%. 

The predicted ammonia nitrogen concentration in January was 0.68 mg/L and the relative error 

was 4.62% when using and SVM algorithm. In February, the predicted ammonia concentration was 

0.75 mg/L, and the relative error was 5.63%. The predicted ammonia concentration in March was 

0.87 mg/L, and the relative error was 4.82%. In April, the predicted ammonia concentration was 
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1.22 mg/L, and the relative error was 3.39%. In May, the predicted ammonia concentration was 

1.51 mg/L, and the relative error was 1.34%. The predicted ammonia concentration in June was 

1.87 mg/L, and the relative error was 1.08%. In comparison, SVM algorithm can greatly improve 

the prediction accuracy of ammonia nitrogen concentration. 

7. Conclusion 

To enhance the accuracy of water quality prediction, this paper designed a water quality 

prediction model using SVM algorithm, and compared it with the traditional neural network 

prediction method. The average concentration value of permanganate index and ammonia nitrogen 

concentration value of water source from January to June 2022 were observed, and the relative error 

was calculated. Finally, the feasibility conclusion was reached. In contrast to the traditional neural 

network algorithm, the use of SVM algorithm for water quality prediction has greatly improved the 

accuracy of water quality prediction, which has achieved the expected results. SVM algorithm in 

water quality prediction has a relatively wide range of application prospects, which can be used in 

the future to promote the use of SVM water quality prediction model on a large scale. 
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