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Abstract: With the continuous development of computer vision, it becomes more and more 

important to make intelligent decisions through pure visual perception. Recently, deep 

reinforcement learning algorithms have been exploited to give intelligence to visual 

perception decision making. This paper mainly studies the application of deep learning in 

intelligent navigation. In this paper, YOLOv3 deep learning model is built and improved, 

the model is clipped, the deep learning model is lightweight, and the recognition speed is 

improved without significantly reducing the accuracy. Through the application and 

verification of the algorithm on the vehicle experimental platform, the real-time target 

tracking and autonomous navigation of the vehicle platform are realized. 

1. Introduction 

Autonomous navigation system is a hot problem to be solved in the field of robotics and 

autonomous driving. Satellite positioning and navigation technology is to obtain relatively accurate 

position coordinates, driving direction and moving path of moving objects by receiving information 

from GPS, Beidou and other satellite positioning and navigation systems [1-2]. Because the receiver 

of satellite positioning and navigation system is susceptible to signal interference, the positioning 

accuracy will fluctuate greatly in a certain working environment, resulting in inaccurate positioning 

or failure. Therefore, the satellite positioning and navigation system cannot independently cope with 

the real-time and stable navigation needs of robots and autonomous driving systems. In recent years, 

robotics and driverless technology have received wide attention and progress has been made in the 

field of Simultaneous Localization and Mapping (SLAM) [3]. SLAM was proposed to solve the 

problem of autonomous robot movement in an unfamiliar environment, allowing the robot to 

construct and record a map of the environment while autonomously moving. SLAM algorithm can 

be divided into two major parts: positioning and mapping. Positioning is to record the current 

position of the robot, which is represented by coordinates and directions, while mapping is 

completed by labeling obstacles or landmark objects [4]. The purpose of mapping is twofold: first, 

to enable the robot to complete navigation work in the recorded area; second, to provide localization 
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assistance by correcting the map through loop feedback to reduce the positioning error of the robot. 

Specifically, SLAM is a method by which the robot can estimate the current coordinates while 

drawing the surrounding environment by collecting sensor information such as liDAR, 

millimeter-wave radar and camera [5]. Real-time positioning and map creation are important 

requirements for autonomous movement of robots and also the basis of robot intelligence. 

Traditional navigation algorithms mainly include Simultaneous Localization and Mapping 

(SLAM) and path planning [6-7]. Compared with laser sensors, vision sensors have the advantages 

of low cost and retaining environment semantic information. In addition, researchers have proposed 

some visual SLAM algorithms, and some scholars have proposed Parallel Tracking and Mapping 

(PTAM) algorithm, which divides Tracking and Mapping into two independent tasks and processes, 

which are carried out in Parallel threads. One thread is tasked with tracking unstable handheld 

motions, while the other thread produces a point cloud of a 3D map through previously observed 

video frames [8]. An expert proposed ORB-SLAM to extend PTAM to more complex environments, 

and the feature extraction algorithm ORB has stronger feature extraction ability [9]. However, 

traditional visual SLAM has low robustness to the problems of fast camera motion, illumination 

transformation in the environment, strong rotation, texture images and so on[10]. 

The introduction of deep learning into the field of visual SLAM to solve various bottlenecks of 

traditional visual SLAM algorithms has become a hot research topic at home and abroad. 

2. Construction of Intelligent Navigation Model based on Deep Learning 

2.1. Principle of Deep Learning Algorithm 

Neural network originated from the study of neurons in the field of biology, and the concept of 

artificial neurons was first introduced in perceptron. The basic principle of perceptron is that the 

input signal, after weighted and biased calculation, is processed by a nonlinear activation function 

to output the prediction result [11-12]. As shown in Figure 1, where x1... xn is the input signal, w1... 

wn is the weighted coefficient, B is the bias coefficient, Z is the result after the weighted sum, is the 

result after the activation of the nonlinear function, y is the predicted value. 

 

Figure 1. Schematic diagram of artificial neuron 

The complex Network structure formed by the sequential linking of multiple Artificial neurons 

that can realize specific prediction function is called Artificial Neural Network (ANN) [13]. The 

core idea of artificial neural network is to set and organize a linear model with nonlinear activation 

functions (such as Sigmoid, TANh, Relu function, etc.) based on artificial neurons given input data 

and output form [14]. As for intermediate parameters, there is no need to set artificially. Output 

errors are evaluated by setting Loss Function, and Back Propagation (BP) is carried out through 

gradient descent and other methods to correct intermediate parameters, so as to minimize the Loss 
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Function [15]. When the loss function reaches the minimum, all parameters are obtained, and the 

training model is completed. Finally, the actual application data is brought into the model, and the 

prediction result can be fitted. General artificial neural network includes three parts: input layer, 

hidden layer and output layer, as shown in Figure 2. 

 

Figure 2. Schematic diagram of artificial neural network 

However for images, every pixel in an image is the input parameter of a primitive, if the build 

neural network connects all the nodes and the input parameters to find characteristics, not only can 

cause too complicate network model to complex calculation, also will have serious over fitting 

phenomenon, make the network to learn too much irrelevant features and noise information, The 

generalization performance and stability of the model are reduced [16]. In order to solve this 

problem, people refer to the idea of Convolution kernel in traditional feature extraction, and extract 

image features by setting Convolution Layer to perform multiple Convolution operations on the 

image. Finally, these features are used to classify the objects in the image through the Full 

Connection Layer, and the results are output through the output Layer (Softmax). A Pooling Layer 

is set between the convolutional layers to perform operations similar to downsampling on images, 

which further accelerates the calculation and enriches the information of effective features [17-18]. 

In the convolution layer, the convolution kernels with a given size and number are used to 

calculate by successive window accumulation at the upper level. The parameters in each 

convolution kernel are equivalent to the weights in ordinary neural networks, which is more 

conducive to extracting local pixel features. The maximum pooling layer can be regarded as a 

special convolutional layer. The pooling operation does not output the result through the window 

calculation method of weighted sum, but adopts the maximum value in the output window as the 

output result. The calculation method of fully connected layer is the same as that of ordinary 

artificial neural network. Finally, the corresponding output model and loss function are designed 

according to different task requirements. Convolutional neural network has the characteristics of 

local feature perception and shared weight, which makes it more effective in image processing tasks. 

When an image contains multiple features, multiple features need to be obtained at the same time, 

and multiple convolution kernels of the same size can be used for extraction. The main method is to 

stack the convolution results of the input image and the output image together successively as the 

output, and the number of channels is equal to the number of convolution kernels used. The size 

calculation formula of the final output image is shown in (1) and (2). 
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Where M*N is the size of the output image, the size of the input image is M mu li, and is the size 

of the convolution kernel, and S is the convolution stride. 

2.2. Network Structure Design 

YOLOv3 is a convolutional neural network detection algorithm model based on no region 

suggestion. YOLOv3 adjusts the network model on the basis of previous YOLO series, and 

YOLOv3 adopts a larger scale and deeper network structure. With the increase of the depth of the 

network, although more feature information can be extracted, the training difficulty will be 

significantly increased. Therefore, in order to avoid gradient disappearance, YOLOv3 referred to 

the Resnet model, which finally improved the accuracy. 

YOLOv3 introduced the idea of Anchor box in position prediction. The specific calculation 

method is shown in Formula (3), where Cx and Cy are the coordinate offset, Pw and Ph are the side 

length of the predicted target frame, and the final obtained (bx, by) is the central coordinates of the 

boundary frame, bw and bh are the width and height of the boundary frame, tx and ty are the central 

coordinates of the target frame, and tw and th are the learning objectives of the width and height of 

the boundary frame. 
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Based on the YOLOv3 network model, this paper builds a lightweight network model that can 

run in the navigation system and identify specific obstacles in real time during the operation of the 

navigation system. 

In order to achieve lightweight network, this paper mainly adopts the change of convolution 

mode and the reduction of layers. In this paper, depth-separable convolution is used as the 

convolutional layer to construct the network, because when the output channel is the same. The 

standard convolution operation will carry out multiple convolution operations, so in order to reduce 

the computation amount in the original network, the convolution layer is changed into separable 

convolution. 

In this paper, based on the idea of YOLOv3 network structure, the convolutional layer extracts 

features, the pooling layer reduces parameters, and the network is reconstructed through the depth 

separable convolution layer and pooling layer. The convolutional layer is used together with the 

pooling layer to extract the features of the original image, and finally the number of layers in the 

whole network is reduced, so that the network is lightweight and the amount of computation is 

reduced, and the deep learning model can be run on embedded devices. 

The main function of the residual network is to train the deep network and directly transfer the 

parameters to the deeper network layer. This paper trims the original network to reduce the number 

of layers of the network and reduce the calculation pressure of the deep learning model in actual 

operation, thus improving the identification speed. Moreover, this paper trims the trunk network, 

and the final network structure is more than twenty layers. The role of residual network in training 

is greatly reduced. YOLOv3 tiny is also one of the lightweight depth models. In this model, the 

residual layer is also eliminated, the network structure is very simple, and the speed of real-time 
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detection is finally improved. Due to the small number of layers in the network, the improved 

network in this paper will not have the problem of gradient explosion or disappearance in training, 

so the residual network is not used and the network structure is simplified. 

3. Implementation of Navigation System 

3.1. System Hardware 

The design of the hardware part of the system mainly includes the selection and integration of 

each function module. In this paper, Raspberry Pi 3B+ platform is selected as the basis of the 

control system, on which the steering gear and camera module are driven and the motor is used to 

drive and adjust the current output to achieve the purpose of motion control of the car, so as to 

ensure the normal running and realize the flexible acquisition of environmental information. At the 

same time, the wireless communication module is used to establish the communication with the 

upper computer to realize the real-time interaction of various information during driving. The 

system as a whole through the integration of the function of each module and cooperation operation, 

the formation of the data collection - transmission - processing - output, so as to achieve the 

automatic identification and tracking of the target object. 

3.2. System Software 

The software part of the system mainly includes startup and command input, through the parsing 

of commands to call different service functions, so as to achieve the corresponding functions. The 

main service functions of the system include camera image acquisition for information acquisition, 

data transmission and related computing processing, target identification and positioning, and motor 

output for controlling car movement. The image acquisition and motion control are equipped with 

the corresponding camera and motor drive module. 

4. Autonomous Navigation Experiment 

4.1. Identification Test 

After the completion of the experimental platform, the target recognition algorithm needs to be 

tested. Firstly, the standard OTB data set was used to train the network on a PC, and the obtained 

model algorithm was transplanted to Raspberry pi 3B+ platform. At the same time, the same test 

picture is used to train and test on the PC side. Finally, the recognition efficiency and accuracy are 

compared. A total of 6 images from the test image database of Kaggle, an open platform, were 

selected as the test data. 

Table 1. Platform validation test parameters 

 1 2 3 4 5 6 

Accuracy 91.7% 89.3% 88.4% 90.5% 87.1% 92.7% 

Speed(s) 4 3 6 8 9 7 

 

As shown in Table 1 and Figure 3, the algorithm running on both the experimental platform and 

the PC can accurately identify the target with an accuracy of more than 87%, but the recognition 
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accuracy on the PC is slightly higher than that on the experimental platform, which is caused by the 

hardware performance advantage of the PC compared with the experimental platform. In terms of 

recognition speed, PC has more obvious advantages. Although image recognition can be carried out 

by running YOLOv3 model based on Raspberry pi 3B+ platform, the recognition speed is difficult 

for target tracking with demanding real-time requirements. 
 

 

Figure 3. PC verification test parameters 

4.2. Target Judgment 

 

Figure 4. Change curve of width and height of object 

As shown in Figure 4, the performance of the tracking and navigation control system of the 

smart car in this paper is evaluated by analyzing the specific position of the target car in the tracking 

video image. It can be concluded that the identification and calibration of the target object can 

always be kept within a certain range, indicating that the algorithm is accurate and effective as a 
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whole. The smart car keeps the target in the field of vision by constantly correcting the relative 

position with the target, and keeps approaching the ideal position; At the same time, no matter what 

kind of movement the target car makes, the tracking car can make timely adjustment and keep the 

whole target in the image to maintain a certain size. In summary, through experimental verification 

and data analysis, it can be seen that the whole tracking and navigation system has good stability, 

accuracy, robustness and self-adjustment ability, and the intelligent navigation vehicle can achieve 

accurate real-time tracking of the target vehicle. 

5. Conclusion 

In this paper, through in-depth research and analysis of the environment perception, behavior 

decision, motion control and navigation auxiliary technologies related to intelligent vehicles and 

smart cars, the development and optimization of the core control algorithm, the design and 

development of embedded intelligent car tracking and navigation system as the core content, 

through simulation, build an experimental platform to verify the feasibility of the algorithm and the 

reliability of the function. The intelligent vehicle navigation system designed and developed in this 

paper provides a relatively simple and gentle environment for target tracking and global navigation, 

eliminating many uncertain factors and interference. However, the actual road driving environment 

is obviously more complex and changeable, full of uncertainty, which puts forward more stringent 

requirements for the performance of the control system. 
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