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Abstract: In the new stage of network computing, the research and application of 

distributed systems are becoming more and more extensive. Dynamic load balancing is the 

core technology of network computing. How to improve the performance of dynamic load 

balancing has always been a research hotspot of network researchers. The purpose of this 

paper is to implement a dynamic load balancing model based on a consistent hashing 

algorithm in a distributed system, and propose a consistent hashing algorithm based on 

virtual nodes. Firstly, the distributed system and distributed object technology are 

discussed, and then the load balancing algorithms and models are studied in each chapter. 

By introducing the concepts of system resource utilization and virtual nodes, the 

performance and adaptability of the consistent load-constrained hashing algorithm are 

optimized. To see the prediction accuracy more clearly, randomly select the predicted state 

of one of the bins. The success rate of the one-step prediction model shows that the success 

rate of the algorithm's prediction model is generally between 0.8 and 0.9, and the hit rate is 

relatively stable. The success rate is slightly lower than the single-step success rate, 

generally between 0.3 and 0.6. 

1. Introduction 

With the advancement of computing, distributed systems have been widely used and appreciated, 

but due to the random arrival of tasks, various system load differences occur in distributed systems. 

To overcome this situation, some load balancing methods are provided. Load balancing technology 

can distribute server requests to all nodes of the entire network system, so that the load of each 

server is roughly the same, so it can quickly adapt to the requirements of the server, thereby 

improving the efficiency of the entire system [1]. At present, almost all large-scale software systems 

use distributed systems, which have the advantages of convenient use, easy maintenance, and 
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resource sharing, so they have been widely used and studied [2]. 

At present, domestic and foreign research work on the load balancing of distributed systems has 

been carried out and many achievements have been obtained. Mendelson G proposed AnchorHash, 

a scalable and fully consistent hashing algorithm. AnchorHash achieves high key lookup rate, low 

memory footprint, and low update time. They formally established strong theoretical guarantees and 

proposed a high-level implementation with a memory footprint of only a few bytes per resource. 

Furthermore, evaluations show that AnchorHash scales to 100 million resources on a single core, 

while still achieving a key lookup rate of over 15 million keys per second [3]. Bajestan EE 

developed a numerical model to track the load curve and instantaneous changes in ambient 

temperature and predict the instantaneous hot spot temperature value of the transformer under 

dynamic load. This thermal model was then used to explore the ability of the studied vegetable oils 

to cool transformers compared to conventional transformer oils. The actual ambient temperature 

and load curves, as well as the thermal characteristics of the oil and the characteristics of the 

transformer, are used as input to the model. The aging rate of transformers in the presence of 

vegetable oil was also compared with conventional transformer oil. The results show that vegetable 

oils have better cooling properties, with a 3°C lower hot spot temperature found compared to 

petroleum-based oils. Furthermore, the model predicts that the lifetime of the transformer insulation 

system will be significantly extended when the proposed vegetable oil is used. The results of this 

study suggest a sustainable way to reuse waste from renewable sources as an alternative insulating 

liquid for cooling high heat flux electrical/electronic devices [4]. Kundu S proposes a 

decision-making framework that helps building owners/operators effectively prioritise load 

shedding on services under uncertainty while minimising any adverse impact on occupants. The 

proposed framework uses a stochastic (Markov) model to represent the probabilistic behavior of 

device usage from power consumption data, and a load prioritization algorithm that dynamically 

ranks building loads using a stochastic multi-criteria decision algorithm. In the context of load 

shedding as a grid service, the proposed load prioritization framework is illustrated through 

numerical simulations in a residential building use case, including plug loads, air conditioners, and 

plug-in electric vehicle chargers. Appropriate metrics are proposed to evaluate the closed-loop 

performance of the proposed prioritization algorithm under various scenarios and design choices. 

The scalability of the proposed algorithm is established through computational analysis, while time 

series graphs are used to visually explain ranking choices [5]. To sum up, in a distributed system, in 

order to reduce the system simulation time and improve the system automation performance, 

dynamic load balancing needs to be introduced. 

In-depth study of the power load balancing of distributed systems can effectively improve the 

performance of the distributed computing system simulation platform, thereby promoting the 

improvement of distributed network system simulation and providing real-time distributed 

transmission. System simulation, traffic flow distribution prediction information, traffic distribution 

information early warning, etc. Provides basic support for useful applications in areas such as urban 

traffic management. Considering the enormous processing power provided by distributed systems, 

it is not economically feasible for tens or even hundreds of microcomputers or distributed 

microcomputers to perform the work required by an expensive centralized system. Research on load 

forecasting and estimation algorithms in distributed systems has special interest and broad market 

prospects. As microelectronics advances, the price of computers and desktops has dropped 

dramatically while performance has gotten better. 
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2. Research on Dynamic Load Balancing in Distributed System Based on Consistent Hash 

Algorithm 

2.1. Features of Distributed Systems 

(1) Resource sharing 

The resources here can be anything, such as printers, computers, disks, files, data, storage 

devices, websites, and networks [6-7]. 

(2) High system reliability 

The distributed nature of a power distribution system makes it imply a kind of fault tolerance, if 

your work session makes the entire system at least partially available and functioning to a certain 

extent; while on one machine, when a computer fails, The entire system will no longer work [8-9]. 

(3) Parallelism 

Due to the limited processing power of computer systems, due to many factors (such as time 

difference), the availability of each computer is not equal. Distributed systems can make multiple 

computers in the same network work together, process in parallel, improve the efficiency of the 

entire system, and use load balancing algorithms to balance the load of each computer and improve 

the performance of the entire system [10-11]. 

2.2. Consistent Hash Algorithm 

Consistent hashing is a traditional hashing algorithm, which is widely used in the research of 

different scenarios due to its advantages in performance and scalability. In the scenario based on 

load balancing, the consistent hash algorithm extracts characteristic strings for identification from 

the nodes of the system, such as the node's IP address, name, uuid (Universal Unique Identifier), etc. 

Mapped to a hash ring of length 232-1 [12-13]. In view of the fact that the consistent hash algorithm 

needs to avoid producing the same result as much as possible when operating on different strings 

and reduce the repetition of the final hash map, this paper will use a perfect hash algorithm (Perfect 

Hashing) for the system as the Basis for calculating the hash value [14-15]. 

2.3. Dynamic Load Balancing 

In practical distributed systems, many applications are complex, and it is not easy to 

predetermine the computational and communication costs of tasks, and even the tasks of some 

applications will vary as the process progresses [16-17]. Therefore, the classification methods 

described above may not be able to efficiently complete the load balancing task, so we propose a 

dynamic load balancing strategy. A dynamic load balancer evaluates system status as services arrive, 

collects real-time information on each node, and dynamically distributes requested services. This 

approach can better allocate resources and improve overall system performance. The 

implementation of the dynamic load balancing algorithm is more complicated, and the subsequent 

chapters will introduce the collaborative implementation process in detail [18]. 
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3. Model and Research of Dynamic Load Balancing in Distributed System Based on 

Consistent Hash Algorithm 

3.1. Implementation Model of Dynamic Load Balancing 

The chain model in dynamic load balancing is defined as: 

),(_ RDlistLinear                   (1) 

in:  0,,,2,1,0  nnIDaaD ii   

   niDaaaaNNR iiii ,,3,2,,,, 011    

D0 is a data object. A relation N is a set of ordered pairs, which represent the adjacent relation 

between nodes in a linear model. 

3.2. Collection of Load Balancing Information 

(1) Load information parameters 

The first task of realizing load balancing is to obtain the load information of the server, which is 

usually realized by the load monitoring module. The previous chapters have introduced the 

commonly used parameters to identify the server load. Traditional load balancing algorithms 

usually only select the CPU utilization as the system load parameter. However, in some applications, 

it is difficult to determine the load of a system with only one parameter. 

(2) OID information of parameters 

How to obtain parameters is a very important issue. Usually, the local load information can be 

monitored by some software and commands. There are also some specific programs for monitoring 

the remote server load information. However, these specific application software have certain 

limitations and lack applicability to the load balancing framework proposed in this subject. The 

information is organized in a tree structure, and each node in the tree represents a unique 

monitoring parameter. Usually, OID is used to identify these parameters. Different operating 

systems have different OIDs of objects in the SNMP management information base. 

3.3 Relevant Calculations of Nodes 

When the execution node of the system is put into use for the first time, the system administrator 

will set an ideal initial load value (Start Load) for it. This value is obtained according to the 

hardware configuration of each node and is recorded as SLi (i= 1,2....,n). Usually, the higher the 

hardware configuration of the node, the larger the default value. The dynamic load value calculation 

formula is expressed as: 

)()()( 321 iLWiLWiLWDL memoryiocpui                  (2) 

Among them, Wi is the scale parameter set by the system for the node, Wi ∈ [0, 1]. According 

to the initial load value and the maximum load value of the node, the current load value Li of the 

node can be calculated, and the formula is as follows: 

)( iiii SLDLKSLL   (3) 

Among them, k is the coefficient, and the current load value Li of the node is a measure of the 
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load status of the node in the system, which is used as the basis for locating the light-loaded node 

when the heavy-loaded node transfers tasks. Basis for receiving node table. 

4. Analysis and Research of Dynamic Load Balancing in Distributed System Based on 

Consistent Hash Algorithm 

4.1. Prediction Accuracy 

In order to more clearly see the prediction accuracy, the prediction of one of the buckets is 

randomly selected, and the concept of hit rate is introduced. The value of hit rate is between 0 and 1. 

The higher the hit rate, the more accurate the prediction. The single-step prediction model hit rate is 

shown in Table 1. 

Table 1. One-step prediction model hit rate 

Iteration steps Consistent Hash Algorithm Catch The Wind 

2 0.27 0.06 

4 0.95 0.79 

6 0.86 0.86 

8 0.73 0 

10 0.82 0 

 

 

 

Figure 1. Comparison of hit rates of single-step prediction models 
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Figure 1 shows the experimental results of the single-step prediction hit rate of a single bucket 

randomly selected. The horizontal axis represents the number of iteration steps, and the vertical axis 

represents the hit rate. The hit rate of the prediction model in this system is generally between 0.8 

and 0.9, and the hit rate is relatively stable; while the prediction method in the Catch The Wind 

system only has a high hit rate in a few super steps, and the hit rate fluctuates greatly. 

 

Figure 2. Two-step prediction model hit rate 

Figure 2 is the experimental result of the two-step prediction hit rate of a single bucket randomly 

selected. The horizontal axis represents the number of iteration steps, and the vertical axis 

represents the hit rate. The multi-step hit rate of the prediction model in this system is slightly 

inferior to the single-step hit rate, generally between 0.3 and 0.6, but it is still much better than the 

prediction method of the Catch The Wind system. 

4.2. Data Migration Strategy Evaluation Test 

(1) Scale of migrated data 

For three different data sets, the data migration scale of three migration strategies was tested 

based on the data migration of a short board task in the same super step when the load is unbalanced 

in the system, as shown in Table 2. 

Table 2. Migration data scale for three strategies 

 Bucket Migration Vertex migration Edge migration 

Dataset 1 3050 2900 1500 

Dataset 2 10000 7800 7000 

Dataset 3 17800 14900 11900 
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Table 2 presents the comparative experiments on three real datasets of different sizes, comparing 

the scale of migration data for bucket migration, vertex migration and edge migration, respectively. 

Among them, the ordinate represents the amount of load migration data, including the number of 

vertices and the number of outgoing edges, and the abscissa represents the scale of the processed 

dataset. It can be seen from Table 3 that the bucket migration strategy needs to migrate a large 

number of vertices, the data volume of the vertex migration strategy and the edge migration strategy 

is similar, and the data size of the edge migration strategy is the smallest. This is because the bucket 

migration strategy is to migrate all the data of the entire bucket to the new task, the vertex migration 

strategy is to migrate vertices and their outgoing edges as needed, and the edge migration strategy 

only migrates part of the outgoing edges, so the edge migration strategy will The data size is smaller 

than the vertex migration strategy. 

(2) Migration time cost  

The cost of data migration is divided into two aspects, one is the cost of data migration, and the 

other is the cost of migration roadblock synchronization. For three different data sets, the data 

migration of a short board task in the system in the same super step is the standard, and the 

migration time cost of the three migration strategies is tested, as shown in Figure 3. 

 

Figure 3. Migration costs for the three strategies 

Figure 3 presents the comparative experiments on three real datasets of different sizes, 

comparing the migration costs of bucket migration, vertex migration and edge migration, 

respectively. It can be seen from Figure 3 that the time cost of the vertex migration strategy is the 

largest, the time cost of the bucket migration strategy is second, and the edge migration strategy has 

the smallest migration cost. This is because, although the scale of data migrated in the process of 
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vertex migration is small, the routing table that needs to be maintained for item-point migration is 

expensive; the routing table in the bucket migration strategy is small and easy to maintain; the edge 

migration strategy does not require a routing table. 

5.Conclusion 

This paper tests the proposed dynamic load balancing mechanism. Firstly, the software and 

hardware environment and deployment scheme of the system are introduced. The prediction model 

and three different transfer strategies were then tested. Experiments show that the mechanism 

achieves the expected effect. Among them, the average accuracy of the prediction model can reach 

more than 75%, which is more than 35% higher than that in the Catch The Wind system. The rapid 

development of grid computing provides a wider application stage for our research. How to extend 

the workstation cluster environment we study to grid computing environment, and study the model, 

mechanism and strategy of grid computing resource management and task scheduling, which will 

also be the focus of our future research. 
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