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Abstract: With the development of society, diseases have also become a topic of concern, 

and children's post-traumatic stress disorder has attracted more attention. This paper 

mainly analyzes the current situation of research on nerve protection and human brain 

injury at home and abroad, and designs a protection system based on machine learning 

model in combination with the algorithm used in this topic. First, it introduces some related 

concepts and theoretical foundations of this model, and studies its application in the 

recognition of children's post-traumatic stress disorder and prognosis prediction. Secondly, 

the characteristics and advantages of recognition of children's post-traumatic stress defects, 

problems in use; evaluation difficulties and other aspects are obtained through 

experimental analysis. Finally, a sample test based on training classification diagram is 

proposed to solve these problems with Bayesian algorithm, and the results are compared to 

verify its accuracy. The verification results show that the recognition rate of children's 

post-traumatic stress disorder in this model is very high. The prediction time and 

recognition time of stress disorder are very fast, which meets the recognition needs of 

users. 

1. Introduction 

With the continuous development of society and the rapid development of science and 

technology, people are increasingly relying on electronic products, and they are often vulnerable to 

trauma in childhood due to their lack of self-control and self-protection awareness [1-2]. At present, 

there are many researches on the rehabilitation training of medical devices in China, but there are 

few researches on the correlation between treatment methods, disease types and mental states. 

Therefore, it is urgent to carry out research interventions for children. 

Foreign scholars started early on the research of post-traumatic stress disorder in children, and 

have also made some achievements in the medical field. The United States was the first country to 
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carry out technical research and application in this field. In China, this aspect is mainly focused on 

the following aspects: first, the discussion of related topics for different types of diseases; second, 

the suggestions for improvement of defects in the existing models; third, the clinical trials to verify 

whether the method is accurate and effective and can be applied to the actual treatment process may 

have adverse consequences and effects, providing reference for future studies of similar situations 

[3-4]. Some scholars have proved through experiments that the use of PCR technology can make 

patients better recover and adapt, and he believes that this method can reduce the probability of 

postoperative complications. Secondly, the establishment of neural network model is used to 

explore whether there is a link between disease and trauma. Therefore, based on machine learning, 

this paper studies the recognition and prognosis prediction of children's post-traumatic stress 

disorder. 

In this paper, the problem of parameter identification in neural network model is mainly studied. 

In order to better achieve the accuracy and stability of model learning and test result analysis, we 

use machine learning to compare the training data with the predicted value. Through the experiment, 

it is found that the input mode of machine learning artificial neuron is superior to the traditional 

method, and its accuracy will also increase and decrease significantly when the probability of 

recognition of children's post-traumatic stress disorder increases. In this paper, fuzzy clustering 

method is also used to identify attack factors. 

2. Discussion on the Role of Machine Learning in the Recognition and Prognosis Prediction of 

Children's Post-traumatic Stress Disorder 

2.1. Recognition of Post-traumatic Stress Disorder in Children 

According to the research in the literature, there are many ways to identify post-traumatic stress 

disorder in children. According to different types, it can be divided into the following categories, 

which are classified under the previous symptoms. For those who have already suffered injury and 

serious consequences [5-6]. They should not be treated as normal. If the injury accident is abnormal 

due to other reasons, the disease should be treated as a training object. If the stress disorder after 

injury is a non-diagnostic error, the corresponding medicine or instrument should be used to detect 

whether the patient has adverse emotional reactions and symptom types. When diagnosing 

children's diseases, doctors often use commonly used medical methods, such as surgical treatment, 

surgery, and so on. However, these methods are dangerous. First, it is due to the limited medical 

conditions and the patient's own conditions. Second, it is because doctors do not pay enough 

attention to children's post-traumatic stress disorder and other reasons that lead to wrong 

conclusions and results. When diagnosing diseases under the condition of abnormal neural 

development, we can use the machine learning network model commonly used in medicine to 

conduct simulation training, but it cannot be applied because of its own great defects. The 

identification and evaluation of post-traumatic stress disorder in children is one of the most 

important, effective and influential methods in the study of disease treatment. It can help us 

accurately and timely assess the harmful consequences of children or their families for the disease 

and how much damage they may cause, and from these results, we can find some potential threats 

to whether the patient or his family can withstand such trauma when the disease occurs [7-8]. 

2.2. Prediction of Outcome of Stress Disorder Recognition 

The recognition of stress disorder refers to analyzing different kinds of diseases, finding out their 

characteristics, and on this basis, determining whether the patient will be injured when the disease 

occurs through appropriate methods and means. In this paper, we mainly use Bayesian classification 
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algorithm to establish a model, and use this model to predict how children should turn back after 

trauma or how to achieve it. We do preview work before training to understand their age and 

physical condition, and then conduct systematic evaluation, including physiological indicators such 

as heart rate, blood pressure and psychological state. In this study, the identification and evaluation 

of children's post-traumatic stress disorder is very important. First, the disease should be simply 

analyzed and described. Then we can determine the cause of the disease and the degree of injury 

through observation, experiment and other methods, and then use the neural network model to 

establish a complete and perfect theoretical framework structure system. Next, we can use Bayesian 

classifier to build a method suitable for crowd feature recognition. Children's post-traumatic stress 

disorder is caused by different reasons, in the training process, the training algorithm is used to 

identify and evaluate the results obtained from the analysis [9-10]. 

2.3. Machine Learning 

Machine learning is a new research field, which is mainly based on computers. It uses a variety 

of advanced technologies to realize the human brain's understanding of the essential characteristics, 

regularity and information processing ability of things, and uses computer technology to improve 

human working efficiency and intelligence through data processing, so that it can better adapt to 

modern society and help people with various problems in life [11-12]. In this stage, the most 

common one is the artificial neural network, which is also used in the artificial neural network 

model. Because it can be applied to other disciplines and multiple fields in a very large range, it is 

widely used in the diagnosis and treatment of many diseases [13-14]. Figure 1 is a machine learning 

model. 
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Figure 1. Machine learning model 

In this study, machine learning is a very important method, which can help children to carry out 

correct, efficient and rapid treatment. For different types and different genders, corresponding 

degree is used. However, it should be noted that each individual has different characteristics. For 

example, in terms of gender, it should be targeted and effective; In terms of age, it is more likely 

that some problems may occur at the beginning of training, which can reduce the impact of related 

factors such as follow-up trauma treatment and rehabilitation time on children. Machine learning 

refers to the use of computer technology to simulate the operation of the human brain to carry out 
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information processing and automatic control. It is composed of a layer of visible cells and a layer 

of hidden cells. There is no connection between cells in the same layer. Usually, each cell in each 

layer is connected to all cells in the other layer [15-16]. Through this limited architecture, we can 

see that the associated energy functions in RBM are as follows: 

    
   


n

i

m

j

n

i

m

j

jijiiiii hWvhbvahvE
1 1 1 1

, 

                    (1) 

In the above formula θ= {Wv, a, b} are the parameters of the restricted Boltzmann machine, and 

they are all real numbers. Where Wi represents the connection weight between visible unit i and 

hidden unit j, a represents the offset of visible unit i, and b represents the offset of hidden unit j. 

When the parameters are determined, based on this energy function, we can obtain the joint 

probability distribution of (v, h): 
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Where Z (0) is the normalization factor, also called the partition function. 
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Figure 2. Cerebellar model arithmetic computer 

The main application in this design is neural network (as shown in Figure 2). Its basic principle 

is to imitate, remember and analyze the structure of human cerebral cortex and establish a model 

combining other relevant knowledge, Then, according to the input signal, a series of theories on 

individual behavior characteristics are formed by identifying the connection relationship between 

potential neurons in the sample and the response mechanism of different types of nervous systems 

to external stimuli, and then a set of research and development work required in the learning and 

stress disorder training system is established [17-18]. 

3. The Experimental Process of Machine Learning in the Recognition and Prognosis 

Prediction of Children's Post-traumatic Stress Disorder 

3.1. Machine Learning Based Recognition of Children's Post-traumatic Stress Disorder and 

Prediction Model of Putcomes 

Through the early intervention and treatment of children's neurological diseases, the probability 

of adult post-traumatic stress disorder has been greatly reduced, and the working ability of medical 

workers in knowledge research and application in this field has been improved. The first is to 
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establish an individual development model suitable for traditional surgical methods. This model (as 

shown in Figure 3) attributes all injury problems to the same whole. It uses neural network methods 

to identify and predict children with post-traumatic stress disorder. Before training, it is necessary to 

compare the limb structure, muscle function and other data before and after injury with the results 

obtained in the model. This method is subjective and accurate to a certain extent, but due to the 

need for a large number of sample data to obtain results, errors or inaccuracies may occur, while the 

indirect prediction method does not exist in the above situation. In addition, there are a variety of 

research directions such as prior information method, post map matching algorithm, and auxiliary 

decision-making method based on large database technology, which can be applied to machine 

learning. Then the machine learning neural network algorithm is used to calculate whether there are 

adverse reactions at the wound of the child and what happens when the situation occurs. If 

abnormal conditions are found, the C-R method is used to determine whether it is a infectious 

diseases or whether it is slow healing due to external factors or bleeding due to external 

environmental reasons, Then, the corresponding relationship matrix (i.e. the threshold of 

neurological disease) and the corresponding regression equation are constructed to analyze and 

calculate the final results. 

Crisis assessment

Formulate a scheme

Implement interventions

Effect evaluation

 

Figure 3. Machine learning-based models of childhood PTSD identification as well as outcome 

prediction 

3.2. Machine Learning Based Recognition of Children's Post-traumatic Stress Disorder and 

Prediction Model of Putcomes Test 

In the process of data preprocessing, it is necessary to first convert the raw data obtained into a 

formula that can analyze the relationship between the structure and features in the model. Then, 

according to the acquired children's post-traumatic stress disorder symptom map and the 

corresponding disease type map, determine which method and training content should be selected 

for training under this method. Then, through statistical calculation of the results obtained, for 

different types of injuries, machine learning method mainly focuses on injury pattern recognition 

before treatment. Finally, the conclusion of the experiment is evaluated and summarized. This 
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method can effectively reduce the degree of physical injury caused by limb deformation in children 

with post-traumatic stress disorder. At the same time, it can help us understand the improvement of 

neural network in different aspects in the process of intervention plan design, so as to better provide 

reference value suggestions for improving children with trauma. 

4. Experimental Analysis of Machine Learning in the Recognition and Prognosis Prediction of 

Children's Post-traumatic Stress Disorder 

4.1. Machine Learning Based Recognition of Children's Post-traumatic Stress Disorder and 

Prediction Model of Putcomes and Test Analysis of Outcome Prediction Model 

Table 1 shows the test data of recognition and outcome prediction model of post-traumatic stress 

disorder in children. 

Table 1. Conversion to the prediction model testing 

Trauma category 

Stress disorder 

recognition 

accuracy(%) 

Stress disorder 

behavior prediction 

time(s) 

Stress disorder 

recognition time(s) 

Alereness continued 

to increase 
98 7 6 

Traumatic experience 

of repetition 
95 4 4 

Avoiding from 

traumatic behavior 
97 6 7 

 

 

Figure 4. Machine learning-based models of childhood PTSD identification as well as outcome 

prediction 

The method of machine learning can effectively evaluate the physical function and psychological 

status of patients with post-traumatic stress disorder. This paper mainly studies the application of 

neural network model in children's rehabilitation training. First of all, we need to understand that 

there are two basic aspects of the relationship between pre injury and post injury. One is whether 

there is a linear correlation between pre injury and post injury. The other is whether there is a clear 
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causal relationship between the damaged part and pre injury, or whether the underlying influencing 

factors will change when the disease occurs. It is important to know that the neural network model 

plays an important role in the intervention of children's physical rehabilitation. It can be seen from 

Figure 4 that the recognition rate of children's post-traumatic stress disorder in this model is very 

high, and the prediction time and recognition time of stress disorder are very fast, which meets the 

recognition needs of users. 

5. Conclusion 

This paper mainly discusses how to carry out manual intervention and evaluate children's 

post-traumatic stress disorder, and discusses a method of training children in combination with 

traditional medicine. Through experimental comparison, it is concluded that adding parental 

protective equipment during neural network training can significantly improve the therapeutic effect. 

Moreover, evaluation data is established using Bayesian model and support vector machine theory. 

Research shows that, This technology can effectively reduce the incidence of wound infection in 

children and improve the incidence of complications. 
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