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Abstract: Since 1999, colleges and universities have begun to expand enrollment on a large 

scale, and correspondingly, postgraduate education has also expanded. With the continuous 

increase in the number of graduate students, the quality of their education has attracted 

increasing attention. For graduate students, curriculum is an important carrier of their 

training and one of the core contents of their education quality assurance. The teaching of 

ideological and political theory courses for postgraduates is an effective way for 

postgraduates to impart theoretical knowledge, cultivate moral quality, and stimulate 

innovation ability. Constructing a scientific and effective new teaching model of 

ideological and political theory courses for postgraduates in colleges and universities will 

help to increase the interest and enthusiasm of postgraduates in studying ideological and 

political theory courses, and help to cultivate innovative talents who are suitable for the 

needs of the times and develop in an all-round way. The main goal of this paper is to train 

graduate students with comprehensive development, and aims to study the reform of 

postgraduate ideological and political education based on machine learning and improved 

SVM algorithm. This paper proposes machine learning and SVM algorithms, and proposes 

an improved algorithm based on the previous classic algorithm. The support vector 

machine model and experiments prove that the improved algorithm is more accurate and 

faster. The experimental results in this paper show that the improved support vector 

machine algorithm has the best learning curve, and the improved SVM learning algorithm 

is found to significantly improve the classification accuracy in the 758 samples taken; 

when K=16, the correct rate of the picture is as high as it is more than 90%. 

1. Introduction 

The words emphasized by General Secretary Xi Jinping in his speech at the National Conference 
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on Ideological and Political Work in Colleges and Universities pointed out the direction for the 

development of my country's education. With the continuous development of my country's economy 

and society, the scale of postgraduate enrollment has continued to expand and the number of 

enrollment has continued to increase. In-depth ideological and political education for postgraduates 

has gradually become an important part of the training of graduate students in colleges and 

universities. In our country, the highest level of higher talent training is postgraduate education. The 

cultivation of innovative graduates is an important channel for high-level talents. Building a 

comprehensive society and realizing the dreams of the Chinese people require high-quality talents. 

The rapid development of my country's socialist modernization construction, the continuous 

improvement of the teaching level and teaching ability of colleges and universities, and the further 

development of the reform and innovation of postgraduate political theory and ideological and 

political theory have had a wide-ranging impact on the cultivation of talents. However, there are 

still many problems in the teaching of ideological and political theory courses for postgraduates in 

colleges and universities. The level of interest in the teaching of ideological and political theory 

courses for postgraduates is lower than that of graduate students. Therefore, the Party Central 

Committee is paying more and more attention to the education and teaching of ideological and 

political theory courses for postgraduates, formulating development directions and a series of 

guidelines, and the academic community has also continuously explored it as a key issue, 

innovating theoretical results, and promoting the function of ideological and political theory 

courses. . 

Research on the teaching reform of ideological and political theory courses for postgraduates in 

colleges and universities helps enrich the theoretical system of ideological and political disciplines, 

lays a solid foundation for theoretical innovation, promotes the discipline construction of 

ideological and political courses in universities, and promotes the rationalization of ideological and 

political courses. Development has broadened the breadth and depth. Since the establishment of 

postgraduate ideological and political theory in universities across the country, a lot of progress has 

been made in the education and teaching of postgraduate ideological and political theory courses, 

but there are still many problems, such as: students’ low motivation to learn and serious truancy; 

Insufficient understanding of science, school, insufficient attention, inadequate management, etc. 

Therefore, the ideological and political education of graduate students is still a relatively weak link 

in the ideological and political research of students. It is a very urgent task to reform the teaching 

reform of ideological and political theory courses for graduate students and strengthen and improve 

the ideological and political education of graduate students. 

At present, machine learning tools have begun to be widely used in healthcare. Mullainathan S, 

Obermeyer Z raised the question of whether machine learning can automate moral hazard and errors, 

and found that, unlike other applications of machine learning, a feature of health data Neither y nor 

x can be measured perfectly [1]. However, it may undermine the ability of machine learning 

algorithms to drive changes in the healthcare system, and it does lead to reproducing or even 

amplifying existing errors in human judgment. Taherkhani N, Pierre S proposed a centralized and 

local data congestion control strategy. In this strategy, the channel usage level is measured to detect 

data congestion in the channel. The messages will be collected, filtered, and then clustered by 

machine learning algorithms [2]. Although this research is based on the research of machine 

learning clustering algorithm, it is not of high value to the research of this article. Gurusamy R, 

Subramaniam V proposed a new method for denoising, extraction and tumor detection on MRI 

images. The MRI images obtained from the machine are analyzed during work, and the real-time 

data is used for analysis. Compared with other methods, wavelet transform is more suitable for MRI 
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image feature extraction. The features are provided to a classifier that uses binary tree support 

vectors for classification [3]. However, the disadvantage is that the study has not been proved by 

relevant experiments and lacks feasibility. 

The innovation of this paper is (1) The SVM algorithm based on the complex background of 

machine learning has been improved. Improving the classification accuracy and efficiency is a 

further development of the improved algorithm performance proposed in this paper. (2) The basic 

definitions of VC dimension, empirical risk and structural risk are introduced, and the principle of 

support vector machine SVM is introduced in detail, and the goal is constructed based on the 

principle of minimizing structural risk and maximizing the interval between classes under linear 

separability function. 

2. Research Method of Postgraduate Ideological and Political Teaching Reform Based on 

Machine Learning and Improved SVM Algorithm 

2.1. Machine Learning 

(1) The concept of machine learning 

Machine learning is a statistical learning method used to study how computers imitate human 

cognitive behaviors and accumulate experience, and continue to improve and optimize [4-5]. By 

learning the laws contained in certain sample sets, it is possible to model low-risk structural 

classification and highly indirect classification models. 

Machine learning is based on integrated classification methods, such as machine learning support 

based on statistical learning theory, probability graph models, nonlinear data analysis, random forest 

and boosting methods. It is processed according to the theory of reproductive axis, and the 

non-parametric Bayesian method is used for normalization. Machine learning is now a key theme in 

computer science and artificial intelligence, mainly reflected in three main events [7-8]. In May 

2010, Professor Michael Jordan was elected as a member of the National Academy of Sciences, and 

then the probability graph Daphne Koller expert was elected as a computer scientist in engineering 

theory and learning, and a member of the National Academy of Sciences. Robert Schapire, one of 

the main founders of Boosting, was elected as a member of the American Academy of Engineering 

and a member of the Academy of Sciences. During the period, statisticians Jerome Friedman and 

Robert Tibshirani of Stanford University, Chinese statistician Yu Bin of Berkeley, and statistician 

Larry Wasserman of Carnegie Mellon University were also successively elected as academicians of 

the National Academy of Sciences, which fully proves the machine Learning has been regarded as a 

key issue. Secondly, the 2011 Turing Award was awarded to Professor UCLA Pearl. His main 

research field is possible graphical modeling and etiology, which are the basic questions of the 

research. The Turing Award is usually awarded to a theoretical computer designer or researcher who 

created the original computer architecture or framework. Direction is important. In recent years, 

almost all scientific papers published in the journal "Nature and Science" come from the field of 

machine learning. Third, machine learning can be used to solve industrial problems. Especially 

today's hot spots, such as immigration learning, deep learning, AlphaGo, self-driving cars, artificial 

intelligence assistants, etc. Has a huge impact on the industry [9]. Google's service industry model. 

Health is inherent in data, and the key technology for wealth mining is machine learning [10]. 

(2) Machine learning system 

Generally, a machine learning system has the following program modules [11-12]: 1) Operating 

system. Its main function is to use the learned target function to solve a given task. 2) Identifier. Use 

the solution path or history file as the input and output of the "target" feature set instruction set. 3) 
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Generalizer. Using training examples as input data, and assuming the result as an estimate of the 

objective function, specific training examples and guessing standard functions can cover these 

examples and situations outside the samples. 4) Experiment generator. Using current assumptions 

(that is, the currently understood objective function) is to explore new input and output problems of 

the action system. 

2.2. SVM Algorithm 

Support vector machine ( SVM) is a relatively young content in the field of machine learning 

[13]. The theory of SVM originated from the treatment of data classification problems. Due to the 

rigorous theoretical support and good generalization ability of support vector machines, the 

introduction of the kernel function successfully solved the high-dimensional nonlinear problem, and 

has potential research and application value, so it has attracted the attention and research of many 

scholars at home and abroad[14-15] . In recent years, many improvements and distortion algorithms 

have been developed based on SVM. In order to distinguish distortion algorithms, Vapnik proposed 

the support machine C-SVM in 1995. The previous SVM distortion algorithms mainly include 

V-SVM and a type of support vector machine, support vector data description, least square support 

vector machine, weighted support machine). If the formula is distorted by adding operating 

conditions, variables or coefficients, these The distortion algorithms are all, which brings multiple 

advantages or a specific application range of an algorithm, but these distortion algorithms are 

optimized and distorted according to the long-distance SVM idea proposed earlier, ignoring the 

classroom data distribution function to the algorithm The impact of performance [16-17]. 

(1) Minimize experience risk 

The essence of machine learning is to find an optimal function in the training sample set

),(,),,(),,(),( 2211 xx nmnmnmNM  to minimize the expected risk of in between the estimated


in of 

the input im and the actual output of the function [18]. The mapping function ),(, nmF NM of M and N 

determines the expected risk minimization, and the mapping relationship between them generally 

refers to the prior probability and class conditional probability of the sample set. According to the 

mapping relationship ),(, nmF NM , a set of mapping functions between M and N can be constructed: 

),( gmfn  (1) 

Among them, g is a set of free parameters m, and the estimated output n can be obtained through 

the mapping function. In order to express the difference between the estimated output and the actual 

output, we introduce the difference function )),(,( gmfnW . The risk function of the pan-target can 

be obtained: 

),()),(,()( , nmdFgmfnWgL NM (2) 

When the risk function )(gL is the smallest, the accuracy of machine learning is higher, so the 

essence of machine learning is to minimize )(gL [19]. In traditional statistical theory, the 

pan-objective risk function )(gL generally uses the empirical risk function )(gLemp to replace: 
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Solve a set of parameters g to minimize )(gLemp as an estimate of )(gL , which is the principle of 

empirical risk minimization [20]. 

(2) VC maintenance and extension theory 

The level of the VC dimension can clearly indicate the level of the learning performance of the 

function set, and can effectively solve the promotion problems that appear in the learning process 

[21]. 

Assuming the data set  XX nnnC ,,, 21  , there are X2 ways to mark these X points as positive 

or negative. These X points lead to X2 different learning problems. If all X2 points of
XC are included 

in the index function set ),( gmf , it is said that the function set ),( gmf can have an X point. If 

the index function set ),( gmf can have any sample A, then the maximum value of the sample t is 

the dimension VC. The dimensionality of the function set VC is unlimited. 

The VC dimension has a great influence on the promotion ability and learning ability of the 

function set, so that the complexity of the learning machine can be easily measured, and the size of 

the learning machine capacity can also be measured. The degree of freedom of the function set 

plays a decisive role in the height of the VC set, and there are many ways to calculate the dimension 

of the function set [22]. Different learning algorithms have different effects on the VC dimension, 

and the function set also affects the VC dimension. 

The generalized community can effectively measure the relationship between empirical risk and 

actual risk. If the conditional probability of the data is unknown, the performance of machine 

learning has a lot to do with common fields [23]. According to research, for the binary classification 

problem, the relationship between the actual risk of the learning machine )(gL and the empirical risk

)(gLemp under the principle of empirical risk minimization meets the following formula with a 

probability of at least 1 : 

x

txt
gLgL emp

)4/ln()1)/2(ln(
)()(


 (4) 

t represents the VC dimension of the indicator function set, and x represents the size of the 

sample set. 

It can be seen from the above formula that if the size of the sample set does not change, then the 

confidence range of the function set has a linear relationship with the VC dimension. If the learning 

machine is too complex, it may lead to the phenomenon of "over-learning", and the difference 

between the experience risk and the actual risk becomes larger and larger. In order to strengthen the 

promotion of learning machines, a variety of effective methods can be adopted, such as minimizing 

empirical risks and narrowing the confidence range. 

(3) Minimize structural risks 

Due to the limited number of empirical risk samples, the machine learning problem cannot be 

solved. Therefore, this defect can be compensated by minimizing the confidence range [24]. The 

process of optimizing the confidence range of traditional statistics is the process of selecting the 

learning algorithm. In order to make the learning machine have a better effect, a relatively matching 
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sample set and learning algorithm should be selected. In the case of a limited number of samples, 

the form of the classifier can be easily determined, and the VC dimension can also be clarified. The 

real risk can be minimized in two steps [25]: First, in order to make the learning machine have a 

fixed confidence range, first determine the form of the classifier; second, reduce the empirical risk 

to Minimal, which can also minimize the actual risk. However, this algorithm can only be based on 

the user's experience and "skills" at present, and lacks a theoretical basis. 

In order to solve the deficiencies of the above methods, we introduced a new strategy: 

decompose the given set A, construct a sequence of subsets and arrange them (according to the size 

of the confidence range).Suppose that this function set satisfies: 1) A is composed of a set of nested 

sub-function sets  kk GggmfA  |),( ; 2) yttt  21  means that the VC dimension decreases 

sequentially. As the number of x sequences in the function subset increases, the minimum empirical 

risk decreases, but the confidence interval increases. Establish a compromise between the 

confidence interval and the empirical risk, and select an appropriate subset kA from the subset to 

reduce the empirical risk in the selected subset  ),( gmfAk  to minimize the actual risk. This is the 

principle of structural risk minimization, and the principle is shown in the figure below: 

t

R
is

k

Lack of learning Over of learning

Real risk boundary

Confidence range

Experience risk

A1 A2 A3

 

Figure 1. Structural risk minimization 

A subset of the function set: 321 AAA         VC dimension: 321 ttt   

There are two ways to realize the principle of structural risk minimization criterion [26]: The 

first method is to find the minimum empirical risks of the subset and add them to the confidence 

range. The minimum sum of the two is what we need. result. However, the prerequisite for choosing 

this method is that the number of subsets should be very limited. When the number is too large, this 

method is not feasible; the second method is embodied in the application of the support vector 

machine method. The empirical risks of the set are all taken to the minimum, and then the subset 

with the smallest confidence range is selected, then the function of this subset is the optimal 

function. 
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2.3. Principle of Support Vector Machine 

(1) Optimal classification surface 

The optimal classification surface is proposed under the condition of linear separability. In order 

to facilitate the elaboration of this idea, use the following two-dimensional linear separable situation 

to illustrate. As can be seen from the figure, there are two different training samples. : Solid point 

and hollow point, T line can separate two different sample points, and T1 and T2 represent the 

straight line of the point closest to the classification line, and T, T1 and T2 are parallel to each other. 

The distance between T1 and T2 is called the classification interval [27]. The T line can accurately 

separate the two kinds of errors, thereby keeping the empirical risk at a minimum, and increasing 

the classification gap, so that the confidence range is taken to the minimum, and the true risk is also 

taken to the minimum. Applying the above ideas to the X-dimensional space, the optimal 

classification line becomes the optimal classification surface, as shown in the following figure. 

T1

T

T2

Margin=2/||g||

 

Figure 2. Optimal classification surface 

Suppose there are two types in the training sample set   ninm ii ,,2,1,,  (size N). If s

i Lm 

belongs to the first type, it is represented by positive ( 1in ); if it belongs to the second type, it is 

represented by negative ( 1in ). The general form of the linear discriminant function is 

bgxxa )( , and the classification surface equation is: 

0bgx (5) 

In this case, after normalizing the discriminant function, all samples satisfy 1|)(| xa , even in the 

case of 1|)(| xa . In this case, the classification interval is equal to g2 . Therefore, in order to find 

the maximum interval,
2

g needs to take the minimum value; therefore, if you want to correctly 

classify all samples, you must satisfy: 

   01 bmgn ii (6) 

In the N-dimensional space, assuming that the samples are distributed in a ball range, with a 
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radius of R, the VC dimension of the indicator function set     bmgbgmf  sgn,, formed by the 

regular ball range that satisfies the condition Cg  satisfies the following boundary 

   1,min 22  NCRt (7) 

Therefore, if 
2

g is minimized, the upper bound of the VC dimension must be minimized, and 

the minimum value of formula (8) must be obtained. 

)(
2

1

2

1
)(

2
gggg  (8) 

To this end, define the following Lagrange function: 

       



n

i

iii bmgnwwbgL
1

1
2

1
,,  (9) 

Among them, i >0 is the Lagrangian coefficient. The problem now is to find the minimum value 

of the Lagrangian function of g and b, partially differentiate g and b, and set its value to 0, so that 

the original problem can be transformed into the next problem: 

In constraints 

nin i

n

i

ii ,,2,100
1




，， (10) 

Solve the maximum value of the following function for i : 

 
jiji

n

i

n

ji

jii mmnnW  
 1 1,2

1
)(  (11) 

If


j is the optimal solution, then 

ii

n

i

j mng 


 
1

 (12) 

That is, the weight coefficient vector of the optimal classification surface is a linear combination 

of the training sample vectors. 

There is a unique solution to this problem. And the solution of this optimization problem must 

satisfy 

   nibmgn iii ,,2,1,01  (13) 

Therefore, for most samples


j , the value is zero, and non-zero samples


j are support vectors. 

This is usually not very common in the entire sample. In order to solve the above problems, the 

optimal classification function is introduced. 



Machine Learning Theory and Practice 

54 
 

    








 



n

i

iii bmmnbmgmf
1

sgnsgn)(  (14) 

 sgn is a symbolic function. The summation process in the above formula is only performed on 

the support vector.
b is the domain value of the classification. Since the support vector vector 

satisfies the equation in the equation,
b can be obtained by adding any support vector to the formula 

(14). 

(2) Generalized optimal classification surface 

If it is linearly inseparable, then the training sample cannot meet the condition of formula (14), 

we only need to add a relaxation term 0i to the condition, and it becomes 

   01  iii bmgn  (15) 

For a sufficiently small >0, just make 





n

i

F
1

)( 
  (16) 

The smallest can minimize the number of misclassified samples. Introduce constraints under the 

premise of linear inseparability: 

kyg 
2

(17) 

Under the constraint conditions of formula (15) and formula (17), the minimum value of formula 

(16) can be obtained to obtain the optimal classification surface under the condition of linear 

inseparability, which is also called the generalized optimal classification surface. Take 1 for the 

convenience of calculation. 

In order to simplify the calculation, the problem of developing a generalized optimal 

classification surface can be transformed into finding the minimum value of the following function 

under conditional constraints: 

  







 



n

i

iYggg
12

1
),(  (18) 

Where Y is a constant, it can play a role in controlling the degree of punishment for right and 

wrong and sub-sample. 

3. Establishment of Support Vector Machine Model 

3.1. Selection of Training Set 

The training set is the data basis for establishing the SVM model, so the selection of the training 

set plays a vital role in the SVM model. When choosing the training set, the following aspects 

should be considered: 

(1) In the entire training set, there must be a sufficient number of samples, because a small 
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number of samples will lead to "under-learning" models. Therefore, the training set must have 

different situations for the problem to be solved; 

(2) To have enough samples in the training set does not mean that there can be an infinite number. 

Too many samples will cause the SVM model to "overlearn", which will greatly increase the 

training time. 

3.2. Selection of Training Features 

When building the SVM model, the required prediction results are defined as the target value, 

and there are characteristic values corresponding to them. In general, these characteristic values are 

multi-dimensional. The quality of the establishment of the SVM model is also affected by the 

eigenvalues, so to choose a suitable training set, the following are several necessary conditions: 

(1) In order to make the established SVM model have practical significance, the correlation 

between the target value and the characteristic value should be ensured; 

(2) In order to ensure the high accuracy of the model, the number of features must not be too 

small, and all the features of the problem to be solved must be included. 

3.3. Choice of Kernel Function 

Commonly used kernel functions generally include: 

(1) Linear kernel function 

j

T

iji mmmmK ),( (19) 

(2) Polynomial kernel function 

d

j

T

iji mmmmK )1(),( 
(20) 

In the formula, d is the order of the polynomial kernel function. 

(3) Radial basis kernel function 

)2/exp(),( 2
d

jiji mmmmK  (21) 

(4) Neural network kernel function 

)exp(1

1
),(

bmam
mmK

j

T

i

ji


 (22) 

In the formula, a and b are constants. 

(5) Hyperbolic tangent kernel function 

])(tanh[),( cmmbmmK jiji  (23) 

The choice of kernel function is not an easy task, and there is currently no good way. Due to the 

particularity of the problem, users choose kernel functions based on personal experience and prior 

knowledge. Although the selected kernel function may be very different, very similar results can be 

obtained. These studies show that different kernel functions do not have much influence on the 

SVM model. 
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3.4. Selection of Model Parameters 

Although the results of different kernel functions are not much different, the final result is 

affected by the parameter model. When building a model, if the training samples are the same, 

choosing different parameters may produce very different results, and the accuracy of the model is 

also affected by the selection of parameters. In view of the importance of parameter selection, 

people have proposed network search methods, genetic algorithms, enumeration methods, and 

particle swarm algorithms, etc., all of which help to establish a better model. The enumeration 

method is the most commonly used method, which saves time and effort, and is suitable for sample 

sets that are not sensitive to parameters; if the sample set is more sensitive to parameters, it is 

necessary to consider the use of optimization algorithms; although the network search method 

consumes time It is the longest, but the result obtained is the best. It is a kind of exhaustive method. 

Because it takes a long time, it is not suitable for all situations. The most commonly used 

optimization algorithms are particle swarm optimization and Genetic algorithms, these two methods 

can get the best results in the shortest time, and are currently widely used. 

4. Experimental Results and Analysis 

4.1. Test the Data Sample 

For SVM learning, learning samples is crucial, regardless of the number or quality of the 

samples. As mentioned earlier, this article used 2000 pictures with text and 2000 pictures without 

text for testing. In order to test the data sample, this article uses 250 pictures with text and 250 

pictures without text, 500 pictures with text and 500 pictures without text, 1000 pictures with text 

and 1000 pictures without text. The pictures were taken as data samples, and SVM machine 

learning was performed again. In the testing phase, this article regenerated 100 pictures with text 

and selected 100 pictures without text as test samples. The test data is shown in Table 1: 

Table 1. The influence of the number of data samples on the final result 

Number of 

samples 
Test content Picture with text Picture without text 

250 The test result is in text 76 22 

The test result is no text 24 78 

500 The test result is in text 78 20 

The test result is no text 22 80 

1000 The test result is in text 82 19 

The test result is no text 18 81 

 

It can be seen that when the number of samples is 250 pictures with text and 250 pictures 

without text, the correct rate is 76% for pictures with words and 78% for pictures without words. 

When the number of samples is 500 pictures with text and 500 pictures without text, the correct rate 

is 78% for pictures with words and 80% for pictures without words. When the number of samples is 

1000 pictures with text and 1000 pictures without text, the correct rate is 82% for pictures with 

words and 81% for pictures without words. It can be clearly seen from Figure 3 that with the 

increase of samples, the accuracy rate is getting higher and higher. 
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Figure 3. The impact of SVM learning data samples on the final result 

4.2. Improved SVM Algorithm 

The data used in the experiment are all data sets used in multiple experiments, and they have 

certain application evidence. In order to improve the accuracy of the data and the accuracy of 

classification, we will use all the data used in the experiment to uniformly use the calculation work. 

The kernel parameters used by the support vector machine directly affect the effective use of 

classification. The kernel parameters within a reasonable range will greatly improve the accuracy of 

prediction. However, if the parameters are unreasonable, the accuracy will be greatly reduced. The 

way of obtaining the nuclear parameters is also different for different calculation methods. So we 

need to apply the cross-checking method to determine the parameters. In experiment 1, we selected 

1,700 as the initial sample set. The other 300 were used as a comparative sample set, and they were 

equally divided into five groups for each change. We have calculated the results of repeated 

experiments and drawn the following statistical graphs: 
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Figure 4. Comparison of training time of the two algorithms 

 

 

 

Figure 5. Comparison of training accuracy of the two algorithms 

Using Image segmentation in the machine learning database, DNA in the Isolate and Statlog 

databases, and Satimage, a total of 4 data sets, and using the algorithm in this paper, the incremental 

SVM elimination algorithm, and the general incremental SVM to perform three incremental 

learning algorithms to obtain The results are compared with the experiment. The data obtained 
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Table 2. Basic data description 

Data Set 
Number of 

training samples 

Number of 

test samples 

Feature 

dimension 

Number of 

categories 

Image 

segmentation 
230 2315 19 8 

Isolate 2110 1208 184 4 

DNA 4565 2018 39 7 

Satimage 6325 1611 633 25 

 

The method of selecting the initial training sample is to select 10% of the training sample, and 

each increase in the number of samples is 10% of the training sample. Next, the samples are divided 

into 10 groups in total, and any group is selected for incremental experiments. For all data sets, 

10-fold cross-validation is required to solve the accuracy. Finally, the set with the highest accuracy 

is selected. As the optimal parameter. The following table shows the accuracy test of the algorithm 

and incremental SVM elimination algorithm in this paper, and general incremental SVM on the test 

set. 

Table 3. Test accuracy of three incremental learning SVM algorithms 

Data Set Image segmentation Isolate DNA Satimage 

Number of 

training samples 
230 2110 4565 6325 

Incremental SVM 

elimination 

algorithm 

94.76 96.09 92.71 95.89 

Traditional 

incremental SVM 
91.24 95.66 92.03 94.37 

Improved SVM 

algorithm 
95.88 97.27 93.84 97.61 

 

Below we compare the training time of the improved algorithm, the incremental SVM 

elimination algorithm and the general incremental SVM. The experimental results are shown in the 

following figure: 
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Figure 6. Comparison of training time of three SVM algorithms 

In order to know more clearly the comparison data of these several algorithms and the difference 

between the three algorithms in different data sets, see Table 4. 

Table 4. Comparison of training time (s) of three incremental learning SVM algorithms 

Data Set 

Incremental SVM 

elimination 

algorithm 

Traditional 

incremental SVM 

Improved SVM 

algorithm 

Image 

segmentation 
0.492 0.885 0.512 

Isolate 1.512 2.801 2.046 

DNA 2.597 4.852 2.789 

Satimage 4.209 7.946 4.786 

The experimental data results in Table 3 and Table 4 show that the adaptive boundary support 

vector incremental learning SVM algorithm proposed in this paper is significantly better than 

traditional incremental SVM and SVM elimination in classification accuracy without significantly 

changing the operation time. algorithm. The experimental results show that the algorithm proposed 

in this paper is feasible. 
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above-mentioned improved SVM incremental learning algorithm to carry out incremental learning 

experiments. Randomly select 758 samples as the initial training set. In order to verify the results of 

the incremental data sets of different sizes, we randomly divide the remaining samples into five new 

data sets of varying sizes, and the classification number j is set to 5 respectively. experiment. The 

experimental results are as follows: 

Table 5. Comparison of improved SVM algorithm learning and traditional SVM algorithm learning 

Number of 

categories 

Training set Incremental sample 

number 

SVM algorithm improve algorithm 

Time/s Accuracy Time/s Accuracy 

j=5 Initial training 758 161.50 95.2% 165.13 92.3% 

Incremental 

set 1 

578 23.75 97.6% 21.57 95.7% 

Incremental 

set 2 

124 11.55 93.8% 9.81 91.8% 

Incremental 

set 3 

236 15.41 95.1% 14.72 93.1% 

Incremental 

set 4 

89 8.10 97.6% 8.55 96.5% 

Incremental 

set 5 

1215 35.51 94.7% 38.33 93.4% 

 

 

Figure 7. Comparison of improved SVM algorithm learning and traditional SVM algorithm 

learning in terms of time and accuracy 
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The experimental results show that the improved SVM learning algorithm has significantly 

improved the classification accuracy without affecting the calculation speed. Choose different 

values of k to obtain different learning results. In the experiment, 1000 text images and 1000 no text 

images were selected as the test images of the k test in the experiment. Table 6 records the test data 

when k is 8, 16, 32 and 64: 

Table 6. The influence of K value on the final result 

The value of k Test content Picture with text Picture without text 

K=8 The test result is in text 874 144 

The test result is no text 126 856 

K=16 The test result is in text 913 98 

The test result is no text 87 902 

K=32 The test result is in text 892 117 

The test result is no text 108 883 

K=64 The test result is in text 871 138 

The test result is no text 129 862 

From the data in Table 6, the correct rate of pictures with words and the correct rates of pictures 

without words can be obtained under different K values as shown in the figure below: 

 

Figure 8. Comparison of the correct rate of pictures under different K values 

It can be seen that when K=16, the test result is the best. For images containing text, the correct 
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5. Conclusion 

Support vector machine method is a kind of machine learning method based on statistics, with 

the least risk and the highest accuracy. According to the information provided by the training 

sample set, a balance point is found between the complex model and the learning level, so as to 

obtain better promotion ability, and there is no disaster of dimensionality. Whenever a new type of 

sample appears, it is necessary to put the newly obtained sample into the original training sample, 

and retrain the mixed sample. The learning based on SVM algorithm can not only keep the previous 

learning results, but also learn once for the newly added data, thereby enhancing the ability of 

continuous learning. Through the research of machine learning and support vector, this paper 

proposes an improved SVM learning algorithm, which improves the accuracy and running time of 

the algorithm. The support vector machine was originally proposed for the two-classification 

problem. Many scholars have conducted research on the multi-classification problem. Based on this, 

this paper improves a multi-classification algorithm based on the sphere structure, which effectively 

removes the overlapping samples in the sphere structure. Perform classification to improve 

classification accuracy. 
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