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Abstract: In recent years, another idea of text modeling based on graph structured data has 

been continuously developed. Unlike Bert, graph neural network is a graph based deep 

learning network, which can capture the dependency relationship in a graph through 

message aggregation between neighboring nodes. It makes up for the problem that 

traditional deep learning networks can not process graph structure data, and is also 

increasingly used in text classification tasks. At present, there are still many problems in 

the text classification methods of graph networks. The graph convolution neural network 

method based on the global graph can not introduce the time series information contained 

in the text, and the graph neural network method based on the subgraph can not give 

different representations to the same word in different sentences. This paper proposes a text 

classification model based on graph neural network and fine-tuning Bert. Experimental 

results on multiple test data sets show that our model can learn more abundant text features. 

Compared with the baseline model, the accuracy is improved by 1.98%, and the F1 value is 

improved by 2.93%. 

1. Introduction 

Since the 21st century, with the rapid development of Internet technology and the surge in the 

number of users, the relationship between people and the Internet has become increasingly close. At 

present, the Internet is producing a large amount of data every day. More and more fields are 

constantly introducing Internet technology, and the scale of Internet data will continue to grow 

exponentially. As an important data form on the Internet, text data accounts for a large proportion, 

including news texts, government documents, film reviews, and so on [1]. 

The traditional deep learning model is difficult to capture the graph structure information 

contained in the text, which limits the effect of text classification to a certain extent. Text 

representation is to represent natural language text as numbers or vectors that can be understood by 
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computers, and it is also the first step of natural language processing. A good text representation 

model can greatly improve the upper limit of text classification effect. In recent years, text 

representation methods have gradually become mature. Foreign scholars [2] proposed a BP neural 

language model based on multiple windows, which generated the word vector corresponding to 

each word in the process of model training, proving that the language training model using neural 

networks has better efficiency, and has become the basis of most neural network models at present. 

Foreign scholars have proposed the word2vec model [3], which uses the context relationship 

between words in the text to express words as low-dimensional vectors. Word2vec is divided into 

two calculation models: continuous word bag calculation model (cbow) and skip gram, which 

predict words through the context of words and predict the context through words [4]. Compared 

with previous word embedding methods, word2vec takes into account the context between words in 

the text, so the accuracy of word embedding will be higher. Glove model is a word vector 

representation tool based on global word frequency statistics. It makes full use of statistical 

information by using the co-occurrence matrix of words, and constructs the approximate 

relationship between the co-occurrence matrix and the word vector, which efficiently encodes the 

semantics [5]. 

Therefore, this paper uses graph neural network and Bert technology to classify the text, trying to 

mine deeper semantic structure information in the text. At the same time, it improves and optimizes 

the graph neural network model to try to further mine more abundant text graph structure 

information. On the one hand, it can provide more reliable models for the fields that need to use text 

classification technology, and on the other hand, it can promote the development of graph neural 

network in the field of text classification. Therefore, the research in this paper has certain 

theoretical and practical significance. 

2. Overview of Related Concepts 

2.1. Static Word Embedding Model 

Word2vec is a word embedding learning method based on neural network language, which 

solves the problem that traditional text representation cannot characterize the similarity between 

words. Word2vec is mainly composed of two parts of models. Cbow model and skip gram model 

both realize the learning of text information by the model through the context relationship between 

words. The word embedding vector obtained by these two prediction models can-7 well represent 

the similarity between words, At the same time, it contains the context information of words to a 

certain extent [6, 7]. 

See the formula for details of the whole mode: 
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Where h refers to the hidden layer vector obtained by the hidden layer by multiplying the one hot 

vectors of the C words near the center word by the weight matrix W, and then adding and averaging. 

 

Then the hidden layer vector h is multiplied by the weight matrix to get the score of each word in 

the vocabulary. Finally, the probability distribution of all words is obtained through the softmax 

layer. 
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2.2. Dynamic Word Embedding Model 

In the static word embedding model, each word only corresponds to a fixed word embedding 

representation, which will not change with the context of the word. However, the same word may 

express different semantics in different contexts, which to some extent affects the performance of 

natural language processing tasks [8]. Elmo model is a two-way language model. Its basic idea is to 

first learn the word embedding representation through a large-scale corpus. At this time, the word 

embedding representation can not distinguish the representation of the same word in different 

contexts, and then use the training data to fine tune the Elmo model, and use the training data to 

adjust the vector representation of words in the current context. This has also become the basis of 

many dynamic word embedding models [9]. Elmo model uses a two-layer bidirectional LSTM 

based network. The layers of LSTM are connected with each other using residuals. The low-level 

and high-level bidirectional LSTM layers can extract syntactic information and semantic 

information respectively. 

The GPT model uses the decoder of the transformer instead of the bidirectional LSTM of the 

Elmo model. Because the transformer can better capture the semantic association information over a 

long distance through the self attention mechanism, and can be trained in parallel through the 

distributed GPU, it is more advantageous than the Elmo model in the efficiency of feature 

extraction and calculation. However, GPT is a one-way language model, some potential semantic 

information existing for some context related contexts may not be well captured [10, 11]. 

2.3. Traditional Deep Learning Model 

(1) The word embedding layer is generally initialized by the pre trained word2vec word vector 

and glove word vector [12]. 

(2) The text representation layer, the most important layer in text classification, determines the 

effect of text classification. It is generally implemented by convolutional neural networks, cyclic 

neural networks and other networks based on deep learning [13]. 

(3) The classification layer is generally realized by a simple fully connected neural network after 

the text presentation layer, and finally by the sigmoid layer or softmax layer [14]. 

2.4. Graph Neural Network Model 

Traditional neural networks have made great progress in computer vision and natural language 

processing. However, traditional neural networks are oriented to data with regular spatial structure, 

that is, European data. However, in real life, they are faced with many non European data such as 

[15]: chemical and molecular structures, social networks and so on. These data contain rich graph 

information, but can not be directly processed using traditional neural networks [16]. Graph neural 

network is a neural network specially for graph structure data. It can characterize and learn the 

nodes and edges in the graph, and also learn the node dependencies in the graph through the 

information transfer between nodes in the training process. Graph neural network is similar to 
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people's ability to infer reliable information from daily experience. It can generate graphs from 

unstructured data. At present, the general structure of graph neural network can be divided into four 

steps: pre representation of nodes and edges in the graph, selection of subgraphs, feature extraction 

of subgraphs, generation and training of graph neural network. 

(1) Pre representation of nodes and edges in the graph: embedding the nodes and edges in the 

graph is equivalent to initializing the features of nodes and edges in the graph. 

(2) Subgraph selection: each node and the surrounding n nodes form an n-order subgraph. 

(3) Feature extraction of subgraphs: extract local or global features of subgraphs by spectral 

method or spatial method. 

(4) Generate and train the graph neural network: define the relevant parameters of the graph 

neural network, and input the data into the model for training. 

With the great success of graph neural network technology in social networks and link prediction, 

more and more researchers apply graph neural network to natural language processing. Therefore, 

the main goal of text classification based on graph neural network at present is to construct the best 

text graph and fully characterize the constructed text graph [17]. 

Text GCN is a semi supervised text classification model based on graph convolution neural 

network. Its method is the proposed classical graph based spectral domain convolution method. 

This method defines the convolution network structure by defining the first-order approximation of 

spectral convolution, which simplifies the method used in spectral convolution [18]. See the 

formula for details: 
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3. Text Classification Model Based on Neural Network 

3.1. Model Introduction 

The model proposed in this chapter is improved on the basis of text GCN, and mainly consists of 

two parts: the pre training bilstm model and the GCN model. 

Pre trained bilstm model: this layer first initializes the words in the text using the pre trained 

word vector to obtain the initial text features, then inputs the text features into the bidirectional 

LSTM to complete the specified text classification task, and finally obtains the text and word 

features containing time series information. 

Text map construction: graph convolution neural network can extract text features by 

convoluting text maps. The strategy of constructing text graph used in this paper is undirected graph, 

which reflects the potential graph information in the text through the edges between text and words 

and between words. 

GCN model: this model builds a large heterogeneous text map for the corpus, realizes the 

learning of node features in the text map through two-layer graph convolution, and converts 

high-dimensional sparse node features in the text map into low-dimensional dense node features. 

The purpose of this GCN layer is to further extract text and word features obtained from the pre 

trained bilstm model, so as to obtain text feature representations with stronger representation ability, 

and obtains the text classification result through the representation. 

3.2. Experimental Environment 

The experiments in this chapter are carried out under Google's colab. The accessories include a 

CPU with a frequency of 2.30ghz and a memory of 12.72gb. The graphics card is Tesla P100 and 
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the memory is 16GB. The above algorithms are implemented using Python development language. 

The main development tool is the open source Python machine learning library pytorch. The 

version of pytorch is 1.7.0. 

4. Numerical Analysis Results 

4.1. Data Set Introduction 

Table 1. Introduction of experimental data set 

Dataset Docs Training Test Words Classes 
Average 

Lengeth 

R8 7674 5485 2189 7688 8 65.72 

R52 9100 6532 2568 8892 52 69.82 

Ohsumed 7400 3357 4043 14157 23 135.82 

As shown in Table 1, in this paper, experiments were carried out on multiple data sets to verify 

the effectiveness and performance of the model. A total of three data sets were used, namely R8, 

R52 and OHSUMED data sets. 

OHSUMED is a classification data set established on the basis of a large biomedical data 

information base. Since MEDLINE is designed for multi label classification, this paper deletes two 

or more tagged texts. After processing, OHSUMED contains 23 categories. 

4.2. Comparative Experiment of Model Classification Effect 

Table 2. Comparison of accuracy between bilstm GCN and different models 

Model R8 R52 Ohsumed 

CNN 95.92 91.99 60.19 

LSTM 96.04 90.67 57.17 

Bi-LSTM 96.51 92.19 60.29 

Fasttext 96.27 92.75 59.23 

Graph-CNN 96.62 92.85 63.54 

Text-GCN 97.07 92.95 68.24 

BiLSTM-GCN 97.58 93.65 68.21 

Table 3. The comparison between BiLSTM-GCN and F1 of different models 

Model R8 R52 Ohsumed 

CNN 84.21 54.87 43.03 

LSTM 86.23 62.35 46.31 

Bi-LSTM 87.13 62.58 47.68 

Fasttext 82.55 64.21 48.12 

Graph-CNN 93.32 63.21 59.55 

Text-GCN 91.32 62.58 63.25 

BiLSTM-GCN 92.58 65.89 63.21 

As shown in Table 2 and Table 3, in terms of data sets, R8 and R52 are two news text 

classification data sets, and OHSUMED is a medical text classification data set. The performance of 

the model in this chapter is improved more on R8 and R52, which indicates that the model in this 

chapter is more suitable for news text classification tasks. Medical texts contain more professional 

terms, and it is difficult for the model to obtain its semantic information. Compared with other 

models, the semantic information learned by the model in this chapter is also relatively limited, 
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although the performance of the model has been improved, the improvement is not significant. 

4.3. Comparison of Model Parameters 

As shown in Table 4, the parameter quantity of the model is related to the memory consumed by 

the model. The smaller the parameter quantity, the less the memory consumed by the model, and the 

larger the parameter quantity, the more memory consumed by the model. This experiment compares 

the parameters of different models. The specific comparison is shown in Table 4. First, the CNN 

model has the least parameters on the R8 and R52 data sets, the Bi LSTM model has the least 

parameters on the OHSUMED data set, and the text GCN model has the most parameters on the 

three data sets. Compared with the graph neural network, the traditional deep learning model has 

less parameters, Therefore, the traditional deep learning model has more advantages in memory 

consumption. Compared with text GCN, the bilstm GCN model proposed in this chapter has greatly 

reduced the parameters of the GCN model. The parameters on the R8 dataset have been reduced by 

51.20%, the parameters on the R52 dataset have been reduced by 52.67%, and the parameters on the 

OHSUMED dataset have been reduced by 53.04%. 

Table 4. BiLSTM-GCN and the comparison of different model's data 

Model R8 R52 Ohsumed 

CNN 1295874 1552584 1974321 

LSTM 1752581 1684521 1954122 

Bi-LSTM 1357423 1597423 1971254 

Text-GCN 2958713 3505414 4216321 

BiLSTM-GCN 1235821 1695841 1954123 

As shown in Figure 1 and Figure 2, generally speaking, the larger the dimension of the word 

vector, the more it can represent the information contained in the word, so the better the 

classification effect will be. In this chapter, glove pre training word vectors of 100, 200 and 300 

dimensions are used for experiments on R8 and R52 data sets. As shown in Figure 1, with the 

improvement of word vector dimension, the accuracy and F1 value of the model have improved to a 

certain extent. 
 

 

Figure 1. Comparison of accuracy and F1 value of bilstm GCN model in R8 
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Figure 2. Comparison of accuracy and F1 value of bilstm GCN model in R52 

4.4. Influence of Porter's Stemming Algorithm on Model Classification 

As shown in Figure 3, porter’s stemming algorithm is a stemming algorithm based on suffix 

stripping, which is widely used in the preprocessing of natural language texts. This algorithm can 

extract stemming well and help improve the performance of the model. In this chapter, a 

comparison experiment is set up on the R8 and R52 data sets to compare the impact of whether to 

use Porter's stemming algorithm on the classification effect of the model, as shown in the figure 

below. It can be seen from Figure 3 that the accuracy and F1 value of the model have been 

improved after using Porter's stemming algorithm. 

 

Figure 3. Comparison of accuracy and F1 value of bilstm GCN model with or without Porter's 

stemming algorithm in R8 
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5. Conclusion 

For the task of text classification, a text classification model based on bilstm GCN is proposed. 

First, the specific method of the model is introduced. First, the words and text features containing 

time series are extracted through the pre trained bilstm model, and then these features are input into 

the two-layer GCN to get the final classification label. The model proposed in this chapter solves 

the disadvantage that text GCN cannot learn time series information to a certain extent. Then the 

experimental environment, experimental parameter settings, comparative experiments and 

evaluation indicators are briefly introduced. The experimental results show that, compared with the 

traditional deep learning text classification model and the baseline GCN model, the model proposed 

in this chapter has a certain improvement in the accuracy and F1 value of the three published text 

classification data sets, and the number of parameters is reduced compared with the baseline GCN 

model. At the same time, the different dimensions of word vectors and whether to use Porter's 

stemming algorithm also have a significant impact on our proposed model. 
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