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Abstract: The feeder neural network is one of the widely used neural networks. It can 

transfer input data from the input layer to the output layer without feedback. The feeder 

neural network is improved by using different techniques and many network models with 

different functions are obtained. In this thesis, the improvement of the performance of the 

power supply nervous network is studied and applied. This thesis analyzes two types of 

neural network feeders, namely neural network and self-coded neural network. Then the 

algorithm is used to solve the two problems of slow convergence and easy to fall to the 

local minima in the algorithm of the feeder neural network, and the performance 

comparison experiment with other depth algorithms is carried out. According to the 

experimental results, the improved chopped feedforward neural network in this paper is an 

effective deep learning framework. 

1. Introduction 

As a model of effective realization of artificial intelligence, neural network is an important 

means in the development of intelligent technology at present by using interconnected structure and 

efficient way to process information in human brain simulation [1-2]. Due to its advantages of 

parallel architecture and distributed storage, artificial neural network not only has good adaptability 

and high fault tolerance rate, but also can realize function approximation and model classification in 

terms of optimization. It has been widely regarded as the most potential technology that can make 

great breakthroughs [3]. However, the existing artificial neural network structure is still only a 

preliminary simplified simulation of biological nervous system, which is far less complex than 

biological network [4]. In addition, the current structural design of neural networks mainly relies on 

experience and lacks effective theoretical support. How to efficiently construct neural network 

structure and give full play to intelligent behaviors such as self-learning and self-organization is a 

key problem facing many researchers at present, and also has important research significance [5]. 
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For neural network optimization, slow learning is the main problem in its application. How to learn 

and determine parameters quickly under limited computing resources is also the key of relevant 

research at present. At the beginning of the emergence of swarm intelligence optimization algorithm, 

some researchers have applied it to the structural optimization problem of neural networks and 

achieved relatively ideal results. Subsequently, the research on structural optimization of neural 

networks has gradually deepened [6]. 

So far, in terms of the concept of typical Neural networks, researchers have invented and 

proposed a variety of Network structures, and currently commonly used Network structures include 

Feedforward Neural Network (FNN) and memory Network [7]. Among them, feedforward network 

includes typical artificial Neural network and convolutional Neural network with local connection 

and weight sharing, etc. Memory network includes Recurrent Neural Networks (RNN) and gated 

LSTM[8]. Among the above network types, the network structure of artificial neural network and 

memory network has obvious hierarchical sense, and the network node type is single [9]. As 

convolutional neural network contains network nodes of various functional types, the design 

difficulty is further increased [10]. Since the neural network was proposed, many scholars have paid 

attention to it. Error correction is usually used to optimize its parameters, and BP algorithm is one 

of the most typical methods [11]. However, the gradient descent method used by BP neural network 

to calculate the parameter correction will lead to its convergence speed is too slow or even not 

convergence. In the worst case, it may need to traverse the whole search space to find the optimal 

solution, resulting in low learning efficiency. Therefore, many scholars have put forward 

corresponding improvement measures, such as conjugate gradient method, quasi-Newton method, 

orthogonal least squares method and hierarchical learning algorithm [12]. However, such traditional 

methods can only reflect a local property and require the objective function to be continuously 

differentiable, which limits the application of this network in optimization problems to a great 

extent [13]. 

In this paper, the particle swarm optimization algorithm used to study the optimization problem 

of stochastic neural network feeder, which provides a new idea for improving the performance of 

the neural network feeder and algo swarm intelligence optimization number. 

2. Feed-forward Neural Network based on Particle Swarm Optimization 

2.1. Feed-forward Neural Network 

Feed-forward neural network has powerful and diversified functions, which makes it the most 

popular network. Based on different training methods and different learning styles, feedforward 

networks have many different variants [14]. Here, two feedforward networks used in this paper are 

briefly introduced. 

(1) BP neural network 

The BP neural network is a multilayered neural supply network. In many neural networks, it has 

the widest range and most application scenarios. The neural network performs forward and 

backward functions in the data signal according to error [15]. If the output result is different from 

the expected result in the comparison, the network system shall return the output data information 

content backwards and adjust the connection weight between the network system layers through the 

deviation between the output value; and expected value [16]. 

In the training, BP neural network can think and associate the input data like human brain. By 

autonomously identifying the relationship between input data and expected output data and actively 

storing the relationship in the system, it can fit the functional relationship between input and output 

through constant calculation of automatic adjustment weights [17]. 

BP neural network has strong logic processing ability, and there is a good nonlinear mapping 
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relationship between input data and output data. It can deal with and solve the internal complex 

nonlinear problems and has a high generalization ability. When new data is input to the trained 

network, it can automatically identify the data content and extract the information in the data. 

Complete the prediction evaluation [18]. 

BP algorithm consists of two processes: signal forward propagation and error back propagation. 

Given the name of the sample set {x
j
, O
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The input vector, O
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 is the corresponding ideal output. Let W denote the network weight and y

j
 

denote the corresponding actual output of x
j
. Taking batch learning as an example, the learning 

process of BP network is described briefly. 

Signal forward propagation: sample x
j
 enters the network from the input layer, is processed by 

the hidden layer, and is transmitted to the output layer to obtain the corresponding actual output Y
j
. 

When the actual output y
j
 is inconsistent with the ideal output O

j
, learning is transferred to the 

backpropagation stage of error. In general, the error is defined as follows: 
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Error backpropagation: The error is somehow backpropagated from the output layer to the input 

layer through the hidden layer. Specific performance is the weight update: 
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(2) Self-coding neural network 

Self coding neural network is a kind of hidden layer feedforward neural network with a structure 

very similar to that of three-way neural network. The difference is that the self coding neural 

network takes the input itself as the ideal output, which represents the input itself and learns the 

network weight. Automatic coding network training does not require any information other than 

input data, such as class labels. 

From the point of view of mathematical description, the input is ideal and the output means O
j
=x

j
, 

then the corresponding error function becomes: 
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Similarly, repeat signal forwarding and error back propagation to adjust the weight until the error 

is less than the specified standard. The automatic coding network can be trained not only by the 

slope descent method, but also by quasi Newton method (such as L-BFGS) and other optimization 

algorithms. Automatic encoding network can flexibly export various data expressions, such as rare 

expressions, compressed expressions, etc. The depth network is constructed through pre-training 

layer and reverse propagation adjustment for extracting depth characteristics and identifying 

conduction patterns. Common self-coding networks include the thin self-coding neural network 

(SAE), which denotes the self-coding neural network (DAE) and the self-coding neural network 

(DPAE). 

2.2. Optimize Feed-forward Neural Network 

Compared with the neural network learning algorithm based on the downhill, the traditional 

overflow learning algorithm needs a large number of hidden cells because of the random selection 
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of the weight of the input layer and the limitation of hidden cells. On the one hand, too many hidden 

units increase the complexity of the network, easily lead to excessive learning, and affect the 

generalization ability of the network. In general, a good robust network also has good generalization 

performance. Good persistence means that the network output is not sensitive to input changes. The 

network has good fault tolerance and anti-interference ability. 

When traditional ultrafinite learning machines randomly set input layer weights and implicit unit 

thresholds, they choose the optimal weights and thresholds with low probability, so they must be 

considered. 

The initial data set is divided into training set and test set, and the training set is divided into 

training set and verification set. 

Initialize population. Each component of each particle represents the weight of the input layer 

and the hidden lower limit of the single-layer candidate neural network. The components of each 

particle are randomly selected between [-1,1]. Initialize the initial speed, maximum and minimum 

flight speeds, population size and maximum repetitions of each particle. 

Calculate the appropriate value for each particle. According to the weight of the network input 

layer and the hidden element threshold represented by each particle, combined with the training 

data set, the weight of the corresponding network output layer is calculated. 

Each particle updates its position, creating a new population. All the components of the particle 

must be limited to [-1,1]. When a component of a particle goes outside this range, the direction of 

the corresponding velocity component goes in the opposite direction. 

The above steps are iterated until a predetermined goal is reached or a maximum number of 

iterations is reached. At this time, the final stochastic feedforward neural network can be obtained 

from the population global optimal particle. Finally, the trained network is applied to predict 

unknown samples. 

3. Algorithm Simulation Experiment 

In order to verify the effectiveness of the algorithm PSO-ELM, the experiment in this section 

compares the algorithm PSO-ELM with deep ELM and other popular deep learning algorithms. 

The software and hardware environment for all experiments is: laptop computer, Intel-I7 2.8ghz 

processor, 16GDDR4 memory, MATLAB2013b. 

This section verifies the effectiveness of the algorithm proposed in this chapter on four relatively 

small benchmark datasets, including Diabetes, Wine, Satellite Image and image Segmentation. 

In the experiment, the number of hidden layers in the deep random feedforward neural network 

is 3, and N1, N2 and N3 represent the number of hidden units in the first, second and third hidden 

layers of the deep random feedforward neural network, respectively. 

4. Analysis of Experimental Results 

4.1. Performance comparison on different datasets 

Table 1. PSO-ELM performance on different datasets 

 Diabetes Wine Satellite image 
Image 

Segmentation 

Accuracy of the 

test 
81.54 99.0 89.17 96.52 

Training time 1.324 1.335 1.412 1.573 
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Figure 1. PSO-ELM performance results on four benchmark datasets 

As shown in Table 1 and Figure 1, are the performance analysis results of PSO-ELM on four 

different data sets. It can be seen from the results that the highest accuracy of PSO-ELM on Wine is 

99%, and the training time is more than 2S. 

Table 2. ML-ELM performance on different datasets 

 Diabetes Wine Satellite image 
Image 

Segmentation 

Accuracy of the 

test 
82.02 100.0 87.45 96.71 

Training time 2.569 2.486 90.136 21.315 

 

 

Figure 2. Results of ML-ELM performance analysis on four benchmark datasets 

As shown in Table 2 and Figure 2, are the performance analysis results of ML-ELM on four 

different data sets. As can be seen, the accuracy of ML-ELM was slightly better than PSO-ELM on 

Diabetes and Wine datasets. However, in terms of training time, ML-ELM takes much longer than 

PSO-ELM, and even the training time of ML-ELM on Satellite Image dataset reaches 90.136s. This 

is caused by the parameter optimization of each autoencoder by PSO. 

4.2. Compare the other deep learning algorithms 

In this paper, PSO-ELM is compared with other popular deep learning algorithms, including 

SAE, DBN and ML-ELM, on the MINST dataset. 
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Table 3. Performance of different algorithms on MNIST dataset 

Algorithm Precision Training time(s) 

SAE 97.92% 4316 

DBN 98.91% 21450 

ML-ELM 97.13% 464 

PSO-ELM 98.45% 15268 

The experimental comparison of different deep learning algorithms on MINST dataset is listed in 

Table 3. The convergence accuracy of the feedforward neural network based on PSO optimization 

on MINST dataset is better than that of SAE and ML-ELM, but slightly lower than that of DBN. In 

terms of time cost, PSO-ELM is much lower than DBN. However, compared with ML-ELM and 

SAE, it has a large increase. 

5. Conclusion 

This paper mainly studies the optimization of learning algorithm with feedforward neural 

network. On this basis, the research content is summarized and the following problems are found to 

be further discussed: The performance of data-driven methods is directly affected by the quality of 

the data itself. This study is conducted on the basis of intact and sufficient process data samples. 

Therefore, subsequent studies should further consider the situation of missing process modeling 

data and insufficient sample number (small sample). The applications of deep networks in computer 

vision, natural language processing and other fields have attracted the attention of many scholars. 

Deep networks have become a hot spot in the research of neural networks. Therefore, I hope to 

analyze the convergence of deep autocoding network based on my own research content. 
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