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Abstract: Image segmentation technology has become a key technology from image 

processing to image analysis. As the current image segmentation algorithms still have 

many defects, it is becoming more and more important to develop a suitable image 

segmentation algorithm. Although there are many achievements in this area, they all have 

shortcomings. In order to solve the shortcomings of traditional image segmentation 

algorithms, this article combines the neutrosophy image segmentation algorithm of 

LPG&PCA and improves the original FCM algorithm through in-depth research on the 

neutrosophy image segmentation method. After the experiment, it is found that when the 

improved algorithm is the lowest index function, the value of the original FCM algorithm 

is 0.8531, the value of the improved algorithm is 0.4751, and the categories of the original 

FCM algorithm and the improved algorithm are both 7, indicating the improved algorithm 

At the lowest exponential function, the correct clustering category can be obtained like the 

original FCM algorithm. 

1 Introduction 

As one of the research hotspots in related fields such as digital image engineering and machine 

vision, good image segmentation technology is conducive to people's subsequent analysis and 

processing of images. Due to the complexity and ambiguity of real images, image segmentation 

based on fuzzy clustering methods is getting widespread attention and applications [1]. Image 

processing technology, analysis technology and image understanding are the three in-depth 

processes of image engineering. Image processing is the foundation of image engineering, while 

image segmentation is the technology of image processing technology. A behavior of segmentation, 

the image after segmentation is more simplified than the expression of the image before 

segmentation, and it is easier to understand and analyze the image. The essence of image 

segmentation is to summarize and summarize the pixels of the image separately, and add 
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corresponding labels, and through the act of labeling the pixels, the pixels with the same label in the 

image form the same visual characteristics [2]. After the image segmentation and feature extraction, 

the previous pixel representation of the image is converted into a non-graphic symbolic 

representation, that is, image analysis, which is a middle-level operation in image engineering. 

Image understanding further studies the relationship between objects in images, which is a 

high-level operation. Therefore, image segmentation is a key step in image engineering, and 

accurate image segmentation makes it possible to analyze and understand the middle and high level. 

There are a lot of researches in this area at home and abroad. Yan W et al. proposed a regional 

competition law. This method combines the advantages of the Snake/balloon model and the 

Bayes/MDL method, so that the algorithm can converge to a local minimum and can be 

implemented in a unified public statistical framework [3]. Namburu A and Samamayamantula SK 

proposed a new possibility clustering algorithm. This new algorithm has obtained a new possibility 

model based on existing related theories, which can effectively supervise the clustering of images 

[4] . Wang C et al. improved the constraint conditions on the basis of the FCM algorithm, and 

proposed that when the PCM algorithm is used to segment the image, the ability to recognize image 

noise is enhanced [5]. 

Although previous studies on this area are rich, most of the proposed algorithms have their 

limitations. From the current research status of fuzzy clustering algorithms, people are constantly 

advancing on the tortuous road of studying fuzzy clustering algorithms. In view of the shortcomings 

of this algorithm, people have proposed many improved algorithms from multiple angles and 

achieved many results, which just shows that the algorithm still needs to be improved. Therefore, 

the fuzzy clustering algorithm is used in image segmentation. The research on image segmentation 

has always been a valuable work, and the research on image segmentation is still in deepening. In 

this regard, the main innovations of this paper are 1) based on neutrosophic fuzzy theory, propose a 

new fuzzy C-means clustering segmentation algorithm 2) improve the traditional FCM algorithm, 

improve its noise reduction level 3) proposed A new fuzzy clustering algorithm, on the basis of the 

traditional fuzzy C-means clustering algorithm, to improve the defects of the algorithm itself. 

2. Experimental Method of Fuzzy c-Means Clustering Segmentation Algorithm 

2.1. Basic Theory and Application of Neutrosophic Fuzzy 

In 1965, Zadeh proposed the fuzzy theory, and then people introduced the concept of fuzzy in the 

algorithm. Since then, a lot of fuzzy theory algorithm research has appeared [6]. Fuzzy theory 

mainly uses fuzzy set theory to describe the blur phenomenon. However, the widespread uncertainty 

in image processing affects people's true expression of images, such as the loss of information 

during image imaging, and the accuracy of imaging. Not enough, the gray level of the image is 

uncertain, etc. The uncertainty of the image is not generated randomly, so it is not suitable for 

general probabilistic knowledge to solve such problems [7]. Image processing technology, analysis 

technology and image understanding are the three in-depth processes of image engineering. Image 

processing is the foundation of image engineering, as shown in the following figure 1: 
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Figure 1. The position of image segmentation in image engineering 

Some research scholars use neutrosophy theory in image processing, it may be able to deal with 

the image well: the degree of brightness, the boundary of the target, the texture of the image, etc. 

Neutrosophic theory has been applied to image processing. It has become one of the most important 

tools for studying uncertain information in images. It will also be combined with existing image 

processing algorithms to form new image processing algorithms[ 8]. Therefore, the neutrosophy 

theory has received widespread attention from scholars in image processing. Neutrosophy mainly 

studies a part of logic science, so it is also called Sima Rendaqi logic. Neutrosophy theory is the 

generalization and generalization of Frorentine Smarendazi's theory including fuzzy logic. 

Compared with other logics, neutrosophy theory will be more in line with people's way of thinking, 

mainly because it can not only express the uncertainty problem well, but also solve the problems 

that cannot be solved in fuzzy theory [9]. Neutrosophy theory is an emerging discipline extended by 

fuzzy logic. It mainly integrates Eastern and Western cultures. It also considers the unity of 

opposites, explores from logic to natural sciences and social sciences, and at the same time 

addresses the frontiers of science and technology. Difficulties-uncertainty issues. 

2.2. Introduction to Fuzzy Set Algorithms 

The theory of using mathematical methods to process and explain the phenomenon of image blur 

is called fuzzy mathematics. The emergence and progress of fuzzy mathematics comes from the 

development of computers. The two promote the development of each other. The development of 

computers greatly promotes the progress of fuzzy science, and fuzzy Learning theory has also 

greatly released the computing power of computers [10]. The object of fuzzy research is uncertain 

and imprecise, so this theory provides a theoretical basis for people to deal with various uncertain 

problems in reality. Fuzzy mathematics is more widely used than traditional mathematics. It 

contains both the vagueness of things and the clarity of things. Now, because there are fuzzy 

concepts in all walks of life, fuzzy science is applicable to all fields, whether in medicine, agronomy, 

ecology, artificial intelligence and information technology, it has played an important role [11]. The 

initial cluster analysis division is called hard division. Because many substances do not have 

attributes in a strict sense, the results of the division using traditional division methods are 
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sometimes unrealistic, while soft division can better deal with these problems. [12]. The 

classification of many things in the real world is not obvious, and there is no definite attribution. 

Due to the particular characteristics of things, it is difficult to be sure whether they belong to a 

certain set. In real life, real things have non-single attributes. And attribution makes it difficult for 

people to classify them accurately, and the emergence of fuzziness undoubtedly solves this problem 

very well. People can explain and describe things with multiple directions through fuzziness, 

explain their trends and tendencies, summarize different categories according to the different 

characteristics of the element points of the image, and use a set to describe the degree of element 

points in the set. [13]. Undoubtedly, the description of this ambiguity problem can better reflect the 

real structure of the real world and data objects, and effectively solve various uncertain problems in 

real life. 

2.3. Improvement of Fuzzy c-Means Clustering Algorithm 

Fuzzy has developed rapidly, and now there are many related fuzzy clustering algorithms. 

Among them, the fuzzy C clustering algorithm is currently the most comprehensive and the most 

developed fuzzy theory [14]. The so-called cluster analysis is a means of inductively dividing 

related data. Through clustering analysis, we can summarize the data without labels in the spatial 

characteristics, and then divide them separately, so that each set represents a part of the overall 

characteristics. [15]. Although the fuzzy C-means clustering algorithm effectively solves many 

ambiguous uncertainties in real life, it can also reflect the real structure of the real world and data 

objects, but there are still many problems in this algorithm, such as determining clustering The 

number of centers, the performance of the algorithm depends on the choice of the initial center, it is 

sensitive to noise images, the amount of calculation is large and the convergence speed is slow, etc. 

In response to these shortcomings, this article proposes a new FCM type algorithm. Discriminant 

functions related to class validity: 

Let n be any set, the ordered binary relation set P is defined as a fuzzy subset belonging to n 

 NnnnP p  |)(,( 
                           

(1) 

Among them, δp:N—[0,1] is called the membership function describing P to N. For the set N, 

the binary fuzzy relationship β is an N×N fuzzy subset, which is defined as: 

  NNyxyxyx  ),(|),(,, 
                 

(2) 

Among them δβ: N×N—[0,1], there is a set of x-dimensional hyperspace bodies, which are 

divided by the x-dimensional Euclidean space R by the orthogonal hyperplane. These hyperspace 

bodies are called the Euclidean space When X=2, R is a plane, and the two-dimensional space 

corresponds to the image. Therefore, the space element corresponding to the space is called a pixel; 

when n=3, R is a cube space, so it is called One element of space is cubic element [16]. If an 

x-element array is used to measure the coordinates of space elements, it can correspond to points in 

the hyperspace coordinate system Z. If the hyperspace coordinate system Z has a fuzzy relationship 

β with reflexivity and symmetry, it is called β is a kind of proximity relationship [17]. Suppose the 

two spatial elements are point a and point b. Generally speaking, the membership function should 

be inversely related to the distance between a and b, that is, the closer the distance, the higher the 

degree of membership. In the following, β corresponding to a set of Z sums is called fuzzy number 

space (Z, β). The fuzzy proximity relationship defined in the hyperspace is: 
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Among them, k is a non-negative coefficient. For the two-dimensional space, it is a subset of the 

hyperspace, so the corresponding binary fuzzy relationship β must have all the characteristics of the 

fuzzy relationship, such as reflexivity and symmetry, etc., which can give this kind of binary fuzzy 

The relationship takes an image name, which is a kind of proximity relationship [18]. In practice, 

this proximity relationship can be freely defined. A basic function describing the proximity 

relationship is: 

 11

0),(
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For the above formula, it means that only neighboring points whose distance metric value is not 

greater than 1 are considered. This is a simple and commonly used method for calculating proximity. 

In a membership field belonging to the digital space (Z, β), the concept of fuzzy connectivity 

expresses the value of the similarity between all points in an image and the seed point. If you need 

to calculate this value, you must first calculate the relative value. The similarity of neighboring 

points, if for any binary fuzzy relationship k on Q, it can measure the similarity between two points, 

and it can be defined as the affinity of fuzzy elements [19]. In practice, the affinity of fuzzy 

elements is often positively correlated with the similarity between elements. For all (a,b)∈Y×Y, we 

can define the fuzzy affinity function δk(a One of the calculation formulas of b) is: 

)()(1
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bak







                    

(5) 

In the above formula, δβ represents the measurement value of the distance between a and b. For 

this formula, it reflects the similarity of the results mapped by the transformation function f between 

the two points a and b. One of the simple calculation methods It is based on the similarity of colors 

[20]. For example, if only the gray value is considered, the value of the function should be the gray 

value of the point. For two non-adjacent points in the image, there can be many paths that can 

connect them, each of which is a path. Since there is already a calculation method for the similarity 

of adjacent points in the image, then The concept of path connectivity can be derived [21]. Let 

T=(A, f) be a membership field belonging to the digital space (Z, β). In actual situations, there are 

many paths from point a to point b in T, and let Q denote that point a is the starting point , The path 

with point b as the end point. For a certain path Q, the value of the path connection degree is 

defined as the weakest connection among all the sub-paths of the path. In other words, it is the link 

of all the sub-paths on the path. The minimum value of element affinity, assuming that the path 

connectivity is represented by δβ, its definition is represented by the function as: 

),(min(),()( 21 ccbaQ k  
                    

(6) 

For many paths that can connect two non-adjacent points, each has its own path connectivity 

value [22]. Let Q denote the set of paths with point a as the starting point and point b as the end 

point, and the fuzzy connectivity is represented by δy, and its definition is represented by a function 

as: 

)(max()( QQy  
                            

(7) 
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After calculating the fuzzy element affinity, to the path connection, and then to the fuzzy 

connection, the fuzzy connection value in the whole image can be calculated [23]. The process of 

finding the following fuzzy subset O is the extraction of fuzzy objects containing o: 
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In the calculation process of the whole fuzzy connection theory framework, the preprocessing 

method, the selection method of seed points, the definition method of fuzzy affinity, and the method 

of threshold segmentation are the key points, except for the definition of fuzzy affinity. Three points 

outside the method, here is the definition of fuzzy affinity [24]. K is the input seed point, and the 

gray value of each pixel on the path is f(K). The gray value of the pixel increases one by one. If we 

take the proximity function as: 
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The second method is that the cuckoo algorithm is an emerging algorithm in recent years. It 

borrows the life habits of cuckoo to form a new heuristic algorithm idea. The cuckoo algorithm 

introduces the lévy flight mode in the search process to search the solution space [25]. This model 

has been proved that when searching in a limited space, the global optimal solution can be searched 

for the fastest and most efficiently. In addition, during the experiment, it was found that the 

initialization process of the search algorithm has a certain impact on the later algorithm execution 

process. Therefore, the improved cuckoo algorithm based on the initialization strategy introduces a 

unique initialization strategy to the cuckoo algorithm to maximize the distribution range of bird 

eggs as uniformly as possible. At the same time, the local search ability of the cuckoo algorithm is 

improved to make the algorithm converge quickly. Set special termination conditions. The 

improved cuckoo algorithm is applied to Otsu's multi-level threshold segmentation, and the 

experimental results show that the improved cuckoo algorithm proposed in this paper can achieve 

fast and accurate convergence. In the cuckoo algorithm, a random solution is generated by 

executing equation (11): 

)(,,1  levyYY ikiO                             
(11) 

In the formula, Yk,j represent the i-th solution of the kth generation, and β is a step-length 

control parameter us

represents the search path of Lévy's flight. Cuckoo's algorithm generates a new solution through 

(12): 
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(12) 

The bird's nest will be discarded according to the probability of discovery. When the discarding 

is executed, a new bird's nest will be generated, and a new bird's nest position will be generated by 

formula (13): 

)( ,,,,1 ekjkikiO YYrYY                        
(13) 
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Where r is the scaling factor, which is a random number in the interval [0,1], which obeys a 

uniform distribution, Yk, j and Yk, e represents two random bird nest positions of the kth generation, 

where: 

 ))(),(())(),((),(),( 2211 bfafpbfafpbabak   
          

(14) 

12 1                                (15) 

Comprehensive formula 11-15 can be obtained: 
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It can be obtained from the above formula that the coefficient  for measuring the gray 

value part and the  for measuring the gradient value part are dynamically changed 

according to the magnitude of the value modified by the two, so that the characteristics of the two 

can be integrated, thereby avoiding the feature of large value A situation occurs where features with 

small values are masked. 

3. Experimental Design of Neutrosophic Fuzzy c-Means Clustering Segmentation Algorithm 

3.1. Subjects 

In fuzzy theory, neutrosophy theory can not only better express uncertainty problems, but it can 

also better solve practical engineering application problems. Therefore, we introduce neutrosophy 

theory into image processing, which is a region-based segmentation algorithm, that is, the 

application of neutrosophy set theory. It can solve the uncertain information in the image, thereby 

improving the precision of image segmentation. 

3.2. Experimental Method of Neutrosophic Fuzzy c-Means Clustering Segmentation 

Algorithm 

This paper mainly focuses on the research on the neutrosophic fuzzy C-means clustering 

segmentation algorithm and its application, and the neutrosophy image segmentation algorithm 

based on LPG&PCA, the improved fuzzy C-means clustering algorithm and the image 

segmentation technology based on fuzzy clustering algorithm In-depth study of the presence of 

noise and blur. 

3.3. Statistical Processing 

All data analysis in this article adopts SPSS22.0, statistical test adopts two-sided test, 

significance is defined as 0.05, and p<0.05 is considered as significant difference. The statistical 

results are displayed as mean±standard deviation (x±SD). When the test data obeys the normal 

distribution, the double T test is used for comparison within the group, and the independent sample 

T test is used for comparison between the groups. If the regular distribution is not sufficient, two 

independent samples and two related samples will be used for inspection. 

 

),( bak

),( ba
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4. Experimental Analysis of Neutrosophic Fuzzy c-Means Clustering Segmentation Algorithm 

4.1. Neutrosophy Image Segmentation Algorithm Based on LPG&PCA 

The neutrosophy image segmentation algorithm of LPG&PCA can not only suppress noise 

interference, but also effectively restrain the uncertainty information in the image, and can also 

greatly improve the quality of image segmentation. According to the neutrosophic set theory, the 

spatial uncertainty information of an image can be quantified, and at the same time, based on this 

quantified information, the accuracy of image segmentation can be effectively improved. The new 

algorithm can also remove the noise in the image, which is suitable for segmenting the image with 

noise. The new algorithm performs new permutations and combinations of uncertain and unreal 

neutrosophy images. Through algorithm operations, the uncertainty of the information in the picture 

can be effectively processed, and the quality of picture segmentation can be improved. When the 

image is affected by noise and the image has uncertain information, use the neutrosophy image 

segmentation algorithm of LPG&PCA to process the image, and the specific steps to obtain the 

required part are shown in the following figure 2: 
Input image

Image into neutrosophic 

image

Perform LPG&PCA calculations 

and enhancement calculations on 

images T

Calculate the uncertainty I of 

the entropy of the image

Ex(i+1)-Ex(i)<ɑ

Perform mean clustering on the 

processed T images

Segmentation result

 

Figure 2. Algorithm flow chart 

It can be seen from Figure 2 that the first step of this algorithm is to transform our original 

pictures into related pictures according to the neutrosophy theory, and then the neutrosophic 

pictures are calculated and enhanced according to the algorithm. After completing these two steps, 

we pass the image Perform calculations to obtain the entropy value of the image, and then construct 

a new pixel set based on various uncertain information in the image, and perform mean cluster 

analysis on the image. Converting an image into a neutrosophy image is called P, that is, 

P={A(i,j),B(i,j),C(i,j)}, where. 

minmax

min),(
),i(
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(17) 
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In the formula, f(i,j) is the gray value of the pixel (i,j), fmax and fmin respectively represent the 

maximum and minimum values of f(i,j), and δ(i,j) is f( The absolute difference of i, j). Figure 3 

shows the edge information of the intellectually transformed image in the noise-free Lena graph. 

x Image i Image

 

Figure 3. Neutrosophy image 

It can be seen from Figure 3 that the real image x after neutrosophy image processing has blurred 

edges and unclear contours, while the processed uncertain image i mainly displays the information 

of the edge of the image. Then we filter the image, which can effectively eliminate the interference 

of image noise, which will provide us with high convenience for subsequent image segmentation. 

The main process of the filtering algorithm is to establish a model diagram, as shown in Figure 4, in 

the j×j window, a vector is established as m={m1...mx}t, noise mv=m+v, Then the noise vector is 

expressed as mv={m1v...mxv}t, and finally the PCA algorithm is used to filter and denoise. 

k×k training area

Noise point

j×j window area

 

Figure 4. LPG&PCA filter model 

It can be seen from Figure 4 that the principle of the LPG&PCA filtering model is: the noise 

image is expressed as mv=m+v, mv represents the noise image of m×n, m represents the original 

image, and v represents the noise. Only perform related operations on the x image, and the 

operation formula is: 

 ajiB

ajiB

T

TaT ),(

),(a)( 
                            (19) 

The experimental results obtained by the calculation are shown in the figure 5 below: 
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Noisy imageLPG&PCA filtered image
 

Figure 5. Noisy image and LPG&PCA filtered image 

It can be seen from Figure 5 that the processed image noise points are effectively eliminated, and 

uncertain fuzzy pixels become more uniform. In this calculation, the value of our parameter a is 

0.83. After the algorithm is processed, the entropy of the uncertainty B(i,j) is reduced, and a 

uniform and noise-free picture can be obtained. 

4.2. Improvement of Fuzzy c-Means Clustering Algorithm 

Aiming at the problem of traditional FCM algorithm in clustering, this paper has derived a 

clustering category method based on particle swarm principle. This method mainly adopts density 

function for initial set classification. The specific operation step is to add the idea of particle 

swarms to the algorithm, analyze the clustering from the aspect of information granularity in the 

clustering process, and use the coupling degree and the separation degree to determine the validity 

of the clustering results. Analysis, and finally get the ideal clustering result. At present, in the 

process of image segmentation of large data sets, a large number of pixels will inevitably be 

generated. If certain operations need to be performed on these pixels, how to store these points is a 

problem that needs to be solved. At the same time, the traditional Euclidean When calculating 

multiple data, multiple intermediate values will be generated. The general storage method is 

inconvenient and error-prone. Based on the above factors, this article proposes an improved matrix 

based on the distance matrix. We can call this matrix a new distance matrix, because distance is an 

important parameter associated with each element in the cluster set, and it is also a measure of the 

importance of elements. standard. Let e(x,y) be the distance between pixels x and y, the following 

conditions need to be met: 

0),(e yx                              (20) 

If and only if x=y : 

),(),(e xyeyx                          (21) 

),(),(),(),(e xyezxexyeyx                     (22) 

The traditional distance matrix is a matrix composed of a set of distances between two points. 

The concept of distance matrix and adjacency matrix is similar, the difference is that the adjacency 

matrix only contains whether the elements are connected to each other, and does not contain the 

distance information between the elements. As shown in Figure 6: 
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Figure 6. Schematic diagram of the location of objects in the collection 

It can be seen from Figure 6 that the set m={A,B,C,D,E,F} contains six points. If the Euclidean 

metric between the pixels where the points are located is taken as the distance metric, point B and C 

The distance between the points is 48, and the distance between point D and point F, and point E 

and point F are equal, which is 95. The distance matrix formed by the points in the object set is as 

follows: 

 

 

Figure 7. The distance matrix corresponding to set A 

It can be seen from Figure 7 that in the new distance matrix, the distance between the elements is 

represented by a specific value, which can make the distance between the elements (including the 

distance between the element and itself) clear at a glance, and it is convenient to store and not easy 

to make mistakes. Due to the need for a large number of calculations, the generated distance matrix 

is prone to considered calculation errors. However, compared with the traditional Euclidean 

calculation method, the error generated by using the distance matrix to store the result is already 

very small compared with the former, so this part of the error is acceptable for the new matrix 

clustering. The FCM clustering algorithm based on the midpoint density function is divided into 

two steps in clustering. The first step is to determine the original initial center and the number of 

clusters, which are mainly determined by the combination of cluster function density method and 

midpoint method. The second step is to perform clustering processing based on the results obtained 

in the first step. The algorithm steps are as follows: 

(1) Set the sample set as m={m1, m2,...mn}, set the fuzzy coefficient m=3, the iterative stop 

threshold §, θ=0.7, and the counter N=0. 
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(2) Determine all cluster center sets and cluster category number sets by using cluster density 

function method and midpoint method. 

(3) Update the fuzzy clustering center v, and the membership matrix t, 

(4) Perform cluster validity judgment on all clusters that meet the iterative condition, and 

calculate the validity criterion function E 

(5) Choose the membership matrix corresponding to E as the best clustering result U, and the 

corresponding number of clusters c is the final number of clusters. 

The original FCM algorithm clustering results and the improved FCM algorithm are used to 

cluster the data set. The results of multiple iteration calculations are shown in Table 1 and Table 2: 

Table 1. Original FCM algorithm clustering results 

Algorithm name 
Number of 

cluster categories 

Original 

indicator 

function value 

Average 

number 

of 

iterations 

Average 

accuracy 

Original FCM 

algorithm 

3 0.8782 31 

74% 

4 0.7615 36 

5 0.9425 31 

6 0.8645 30 

7 0.8531 34 

8 1.0015 37 

9 0.9542 40 

 

Table 2. Improved FCM algorithm clustering results 

Algorithm name 
Number of 

cluster categories 

Original 

indicator 

function value 

Average 

number 

of 

iterations 

Average 

accuracy 

Original FCM 

algorithm 

3 0.5003 19 

87% 

4 0.5346 20 

5 0.5142 23 

6 0.6432 26 

7 0.4751 18 

8 0.4156 22 

9 0.7124 21 

It can be seen from Table 1 and Table 2 that when the algorithm is at the lowest index function, 

the value of the original FCM algorithm is 0.8531, the value of the improved algorithm is 0.4751, 

and the categories of the original FCM algorithm and the improved algorithm are both 7, indicating 

that the improved algorithm The algorithm in the lowest exponential function can be the same as the 

original FCM algorithm to get the correct clustering category. From the table, we can also know that 

the performance of the new algorithm is greatly improved compared to the traditional FCM 
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algorithm. This is because the number of iterations of the new algorithm is less than that of the 

traditional algorithm. One of the main reasons for the improved performance of the improved 

algorithm is that it is at the beginning. The midpoint method is used to select the original initial 

clustering center, and the decrease in the number of iterations of the algorithm indicates the 

improvement of the performance of the algorithm. Moreover, because the improved algorithm has 

greatly improved the accuracy of clustering, because the new algorithm judges the clustering 

category of the data through the effective criterion function, so as to obtain more reasonable and 

accurate clustering results. Table 3 shows the experimental results of the new improved FCM 

algorithm in the 8 category subsets of the data set, and the corresponding improvement index 

function values when the number of cluster categories are different are shown in the following 

table. 

Table 3. Index function value of improved FCM algorithm clustering 

Number of cluster 

categories 

Improve indicator 

function value 

Number of cluster 

categories 

Improve indicator 

function value 

3 0.8765 8 0.6348 

4 0.8641 9 0.5613 

5 0.8253 10 0.6172 

6 0.7521 11 0.7214 

7 0.8462 12 0.7183 

It can be seen from Table 3 that when the number of categories is 9, the improvement index 

function value is the smallest, which is 0.5613. From the comparison experiment of the above two 

algorithms and the verification experiment of the new algorithm, it can be obtained that the 

improved algorithm in this paper has a better clustering effect than the comparative algorithm in 

terms of clustering. 

4.3. Application of Image Segmentation Based on Fuzzy Clustering Algorithm 

We have introduced the advantages of the improved FCM algorithm before, and the improved 

algorithm can segment the image by calibrating and clustering image pixels, and then realize the 

image segmentation in turn. The objective function of the fast FCM algorithm based on gray-scale 

histogram is defined as follows: 
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(23) 

The large difference in the gray distribution of pixels is a problem in many images, especially 

those used in the medical field. Due to the complexity and volume effect of the pictures, the 

pictures usually have high noise, messy gray distribution, and discontinuous target boundaries, etc. 

And other issues. We can define any part of the image as the domain value N, and the domain value 

gray difference measure as A, and then compare the average gray levels of the pixels of the picture, 

that is 

NyxA  1,
                        

(24) 
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On this basis, define the influence factor m of the neighborhood pixels, and compare the A of 

each neighborhood point with the current neighborhood, namely: 

NAAM  11                            
(26) 

If the M value is large, the gray calculation influence of the corresponding point is reduced. If 

the M value is small, the related influence is increased, and the influence weight of the threshold 

pixel can be controlled by an exponential function. The specific formula is as follows: 

AAMW  1exp)exp(
                         

(27) 

Where W is the weight of the neighboring pixel l relative to the center pixel i. To obtain the final 

linear weighted sum image, in order to compare the algorithm in this paper with the fuzzy C-means 

clustering algorithm, the experiment uses different algorithms to perform segmentation experiments 

on the image respectively given the same initial membership matrix. The experimental parameters 

are set as follows: the number of categories c is 10, the group size N is 20, the inertia weight is 

linearly reduced from w=0.9 to w=0.5, the learning factors c1 and c 2 are both 2, the maximum 

number of iterations is 1000, and the fuzzy index [42 ]m=2, the maximum length L=20. The 

experimental results are shown in the figure. Figure 8 is the comparison of the segmentation results 

of the standard cameraman image and the fuzzy C-means clustering algorithm based on gray 

histogram. Figure 9 is the standard lena image and the comparison of the fuzzy C-means clustering 

algorithm based on the gray histogram. Comparison of segmentation results. 

Standard cameraman image
Segmentation of the resulting image based on gray histogram

 

Figure 8. Comparison of segmentation results of standard lena image and histogram 

Standard lena image Segmentation of the resulting image based on gray histogram
 

Figure 9. Is a comparison of the standard lena image and the segmentation result of the fuzzy 

C-means clustering algorithm based on gray histogram 
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It can be seen from Figure 8 and Figure 9 that the algorithm maintains the structural details in the 

image when segmenting the real image. The visual quality of each segmentation result image is 

relatively good, and it is relatively close to the original image. Both have achieved a relatively ideal 

segmentation effect. Therefore, the algorithm in this chapter can effectively achieve the 

segmentation of real images, and under the same initialization conditions, for images with similar 

gray levels of the target and background, the segmentation results of the fuzzy C-means clustering 

algorithm based on gray histograms Generally, the algorithm in this article is better than the 

traditional FCM image segmentation algorithm. 

 

Figure 10. Convergence speed of image segmentation algorithm based on FCM 

It can be seen from Figure 10 that by integrating the gray information and spatial information of 

the image into the fuzzy C-means clustering algorithm, we can find that the new image 

segmentation algorithm has a fast convergence speed, and at the same time for the segmentation of 

the new fuzzy C-means clustering algorithm The effect has also been greatly improved compared 

with the previous ones. In general, the algorithm performance of the improved algorithm proposed 

in this paper has been greatly improved. 

5. Conclusion 

Neutrosophic image segmentation algorithm can not only suppress noise interference, but also 

effectively restrain the uncertainty information in the image, and can also greatly improve the 

quality of image segmentation. According to the neutrosophic set theory, the spatial uncertainty 

information of an image can be quantified, and based on this quantified information, the accuracy of 

image segmentation can be effectively improved. By improving the FMC algorithm, in the process 

of image segmentation of large data sets, a large number of pixels can be avoided. If certain 

operations need to be performed on these pixels, the problem of storing these points is solved and it 

is not easy to make mistakes. By integrating the gray information and spatial information of the 

image into the fuzzy C-means clustering algorithm, we can find that the new image segmentation 

algorithm has a fast convergence speed, and the algorithm maintains the structural details in the 

image when segmenting the real image. The visual quality of each segmentation result image is 

relatively good, and is relatively close to the original image, and the algorithm has achieved a 

relatively ideal segmentation effect for each real image. 
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