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Abstract: Distributed consensus algorithms are the basis for building highly available 

systems, which enable a group of machines to work together as a hardened combination 

and tolerate the failure of some of them. However, none of the existing distributed 

consensus algorithms can simultaneously achieve high throughput. The purpose of this 

paper is to study the state consistency algorithm of point-to-point distributed system based 

on support vector machine algorithm, and analyze the design ideas, design ideas, 

corresponding key points, advantages and disadvantages of existing distributed consensus 

algorithms. Aiming at the problems and shortcomings of the distributed consensus 

algorithm, a new and better distributed consensus algorithm is proposed, and the 

correctness of the algorithm is proved. The performance of the algorithm proposed in this 

paper is evaluated through experiments, and the performance of the proposed algorithm is 

compared with the existing related algorithms to verify the advantages and disadvantages 

of the algorithm. The simulation results show that in the point-to-point distributed system 

state consistency algorithm based on the support vector machine algorithm, the 

performance of the system processing read operations is improved by an average of 145%, 

and the waiting time of user read operations is reduced by an average of 72%. 

1. Introduction 

The industrial application of computers has had a revolutionary development in the past few 

decades, especially the large-scale development of the Internet, which has promoted the revolution 

of the IT industry like a catalyst. The current amount of data, computation and service requests 

processed by electronic computers exceeds similar indicators in any period in human history [1]. 

However, it is difficult for a single computer, even a medium-sized computer or a supercomputer, to 

meet the computing demands of a modern medium-sized enterprise or computing-based scientific 
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research applications. Distributed computing technology was born for this demand. Therefore, the 

current research on improving the fault tolerance, reliability, delay, and eliminating performance 

bottlenecks of distributed consensus algorithms still has very high academic value and industrial 

benefits [2]. 

In recent years, domestic academic circles have also promoted the application research and 

theoretical research of some distributed consensus algorithms. Gangopadhyay We propose an 

efficient learning algorithm based on multiple growth variables and use multiple synthetic datasets 

and benchmark data to compare and contrast the properties of different SVM variants. Preliminary 

experiments show that the proposed multiplicative update algorithm is more scalable and achieves 

better convergence than standard quadratic and nonlinear programming solvers. Although this paper 

only demonstrates the formulation and basic algorithm for SVM-based learning, the proposed 

method is general and can be applied to many optimization problems and statistical learning models 

[3]. Al-Zoubi AM proposed a hybrid machine learning model based on support vector machines for 

spam detection in online social networks. The proposed model performs automatic detection of 

spammers and provides information about the most important features during the detection process. 

Furthermore, the model was applied and tested on different language datasets, among which four 

datasets of Arabic, English, Spanish and Korean were obtained from Twitter. Experiments and 

results show that the proposed model outperforms many other algorithms in terms of accuracy and 

provides very challenging results in terms of precision, recall, f-measure and AUC. It also helps to 

identify the most important features in the search process [4]. Nalepa J conducted an extensive 

survey of existing methods for selecting SVM training data from large datasets. Divide cutting-edge 

technologies into several categories. They help to understand the fundamental concepts behind 

these algorithms, which in turn help to design new approaches to this important problem. This 

review adds to a discussion of future research methods that may make SVM more accessible in 

practice [5]. Further improving the throughput and reliability of the distributed consensus algorithm 

and further optimizing the performance in specific scenarios are important development directions 

in the future. 

In this paper, the research on state tracking and estimation in wireless sensor networks is carried 

out, and the research points of distributed consistency estimation and node energy are limited, so as 

to improve the data accuracy at the node level, reduce the data redundancy and reduce the 

inter-node energy. At the same time, the goal is to reduce unnecessary data transmission at the node. 

The research work expands the current estimation research in wireless sensor networks, plays a 

good supplement to the research on wireless sensor networks, and has important theoretical 

significance and application guidance significance. 

2. Research on State Consistency Algorithm of Peer-to-Peer Distributed System Based on 

Support Vector Machine Algorithm 

2.1. Features of Distributed Systems 

(1) Distribution 

Multiple computers in a distributed system will be randomly distributed in space, and the 

distribution of equipment changes at any time [6-7]. 

(2) Equivalence 

Distributed systems do not distinguish between master and slave. The master does not control all 

systems or slaves. All parts of the distribution system are equal. Replication is one of the most 

common concepts of distributed systems and refers to the unique way a distributed system provides 
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data and services. Data replication refers to maintaining the same data on different nodes. Another 

type is duplication of work, which means that many departments provide the same service [8-9]. 

(3) Concurrency 

Concurrency during program execution is a very common behavior in computer networks. For 

example, multiple nodes in the same distributed system can work simultaneously on some shared 

resource, such as a database or shared storage. How to properly coordinate distributed periodic 

operations remains one of the biggest challenges in distributed system architecture and design 

[10-11]. 

2.2. Support Vector Machine (SVM) 

As a machine learning method, support vector machine is helpful to learn and understand the 

principle of support vector machine better. Learning can summarize and analyze the historical 

information of existing things to discover its inherent laws, and then predict future behaviors 

[12-13]. Machine learning refers to the method of artificial intelligence, by establishing a specific 

mathematical model, and then analyzing, training and learning existing historical data and results, 

and searching for a specific internal relationship between these data and results. After the rules are 

established, certain regression predictions or classification judgments can be made on future data 

and results [14-15]. 

2.3. Distributed Consistency Algorithm 

(1) Paxos 

It runs on an asynchronous system, is tolerant of interruption failures, does not require reliable 

message delivery, and is tolerant of message loss, delay, interruption, and redo. It uses a max 

mechanism to ensure that many F nodes are allowed to fail simultaneously in a system with 2F+1 

nodes [16-17]. 

(2) Viewstamped Replication 

The Viewstamp Replication (VR) algorithm was originally proposed as a part of the database 

work. The VR algorithm is suitable for asynchronous systems that tolerate interruption failures, 

does not require reliable message delivery, and can tolerate message loss, delay, cancellation and 

duplication. VR, like Paxos, uses a multiple mechanism to ensure that multiple F nodes fail 

simultaneously in a system with 2F+1 nodes [18]. 

(3) Raft 

The goals of Raft are understandability and ease of implementation. Unlike Paxos, which is 

directly derived from the distributed consistency problem, the Raft algorithm is proposed from the 

perspective of a multi-state machine to control the log iteration of a multi-state machine. Raft 

performs the same functions as Paxos, integrating on many issues: leader election, log processing, 

security, log analysis, group changes, etc. Raft uses strong assumptions to reduce the number of 

states to consider, making it easier to understand and implement. 

3. Design and Research of State Consistency Algorithm for Peer-to-Peer Distributed System 

Based on Support Vector Machine Algorithm 

3.1. Design Assumptions 

(1) Non-Byzantine failure: A replica may die or fail to respond to messages from other replicas 
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indefinitely, but not without compromise. 

(2) Asynchronous distribution system: All entities connected through the network, the network 

may not be able to send messages, and the messages may be delayed, repeated or ordered. 

(3) Completely ordered replicas: Each replica has a unique identifier, and the identifiers of all 

replicas have a general ordering relationship. 

(4) Most replicas available: At least most replicas are available. 

(5) Member group management: each replica knows the cluster member group information, and 

the algorithm provides a method to reconfigure cluster members, but the algorithm itself does not 

actively change the cluster members. 

3.2. Design Goals 

(1) Load balancing: without moderators, all replicas can submit tickets at the same time. 

(2) High productivity: A large number of requests can be processed efficiently at the same time. 

(3) Low latency: Each operation command can be executed after multiple replicas send network 

messages back and forth. 

(4) High availability: As long as most replicas are available, the system can provide continuous 

and uninterrupted services. 

3.3. Algorithm Evaluation Index 

(1) Response delay 

The response delay refers to the transmission time required for the user request to be sent from 

the client to the system responding to the client. In this paper, the response delay mainly includes 

propagation delay and processing delay, and the calculation method is shown in formula (1). 

procpropresponse TTT                       (1) 

c

dist
Tprop                              (2) 

Among them, Tprop represents the propagation delay, the calculation formula is shown in (2), dist 

is the length of the communication link, c=3.0x10
8
m/s. Tproc is the processing delay, which 

represents the time required for the satellite node to write log entries to disk or read logs from disk. 

(2) Throughput 

Throughput (ops) is the actual number of user requests processed by the system per unit time. 

Throughput (ops) = number of requests per unit time (Requests Number) / unit time (OT). 

T

RN
OPS




                          
 (3) 

Among them, RN is the number of user requests per unit time, and △T is the unit time. In the 

test, the AT is set to 1s. In fact, the throughput is the number of user requests processed by the 

system in the OT time, which reflects the instantaneous processing capability of the system. 
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4. Experiment and Analysis of State Consistency Algorithm for Peer-to-Peer Distributed 

System Based on Support Vector Machine Algorithm 

4.1. Write Operation Test 

The write operation test mainly tests the system write throughput and response delay per unit 

time. Through continuous sending of write operation requests by different numbers of processes, the 

optimal real-time throughput data of support vector machine algorithm and traditional algorithm 

write operation are obtained and compared, and the results are shown in Table 1. 

Table 1. SVM and traditional algorithm write throughput 

Time SVM algorithm Traditional algorithm 

0 17 6 

20 14 6 

40 16 3 

60 15 7 

80 14 6 

100 9 6 

Figure 1 shows the comparison results of write operation request throughput. The ordinate 

represents the number of write requests (ops) that the system can process per second, and represents 

the system throughput per second during the simulation time. 

 

Figure 1. SVM and traditional algorithm write throughput comparison 
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Figure 2 is a comparison of response delays of write operations. The ordinate is the response 

delay of the user's write request, and the abscissa is the first 60 seconds of the test, indicating the 

response delay of all write requests within 60 seconds. 

 

Figure 2. Comparison of write latency between SVM and traditional algorithms 
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the user's read operations. In the SVM algorithm, because it avoids sending messages back and 

forth between the leader and the followers, it can effectively improve the throughput of the system 

and the latency of users. The comparison results of read operation throughput are shown in Table 2. 

Table 2. Comparison of read throughput between SVM and traditional algorithms 

Time SVM algorithm Traditional algorithm 

0 20 6 

20 19 6 

40 19 3 

60 18 5 

80 20 6 

100 20 6 

 

 

Figure 3. Comparison of read operation latency between SVM and traditional algorithms 
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the traditional algorithm, and effectively reduces the response delay of the read request. 

5. Conclusion 

In this paper, a distributed consensus algorithm is proposed, which mainly includes the operation 

command submission protocol, the operation command playback algorithm and the failure recovery 

protocol. Also included here are algorithmic extensions such as cluster member reconfiguration, 

snapshots, read-only leases, linear consistency under failure, and livelocking during command 

playback, as well as algorithmic performance optimizations such as batch processing, pipelining, 

and parallel playback, and theoretically proven the correctness of the algorithm. The core idea is to 

separate the consensus protocol from the ordering and execution of operational commands. All 

replicas can submit operation commands at the same time at any time, without determining the 

order of operational commands, but using vector clocks to track and record their dependencies. 

Subsequent replay phases sort the submitted action commands by their dependencies and execute 

them in order. 
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