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Abstract: With the rapid development of the Internet, the amount and form of data in 

various industries are becoming increasingly large and complex. The crazy growth of data 

volume increases the value of data mining, but also brings difficulties to professionals and 

scholars engaged in data mining. At this time, it is necessary to divide a computing task 

into multiple task nodes through a distributed computing(DC) method, and then the 

computer can greatly improve the computing efficiency by participating in the computing 

process. In this paper, a DC model based on the three-layer B/S mode is built on the 

Hadoop platform. In order to verify the performance of the model, the performance of the 

model is evaluated by indicators such as SR, ACC, and ITR. Through two sets of 

comparative experiments to analyze the effect of the DC mechanism, the experiments show 

that the SP value and ITR value of the model under parallel computing are improved, and 

after the WAFE, the improvement effect of ITR is more obvious. 

1. Introduction 

Faced with an increasingly large amount of data, researchers not only need to quickly obtain data 

models, but also need to timely feedback the results and predictions of data models. Only in this 

way can the value of data be obtained. Data analysis and mining of big data is not a simple data 

analysis, nor is it a simple data storage problem, but also includes technical problems such as data 

analysis and big data storage. In this process, researchers should not only pay attention to the 

algorithms and methods of data analysis, but also make the data analysis process accurate and fast. 

There are many applications of DC models, and good research results have been achieved. For 

example, a scholar used and analyzed some evolutionary algorithms in DC, but did not consider the 

performance improvement space with discrete characteristics and the impact of performance 

evaluation with high computational load on the calculation results, so that the solutions obtained by 

these algorithms did not Well, the corresponding performance optimization process is also quite [1]. 



Distributed Processing System 

27 
 

In terms of DC framework, some scholars proposed the Apache Spark framework, which was 

developed by the UCBerkeleyAPM laboratory and is a parallel computing framework similar to the 

Hadoop computing principle, which is applied to the fields of data mining and machine learning, 

especially in optimizing the performance of iterative computing. Especially prominent [2]. A 

scholar uses MPI to study the synchronous and asynchronous cluster computing methods of PSO 

algorithm. However, due to the shortcomings of MPI's own data storage and processing, which are 

independent and cannot deal with node failures, the parallel PSO algorithm implemented by MPI 

model is used. The practicality is much weaker [3]. Although DC makes full use of network 

computing power, distributed parallel computing needs to have good scalability to improve the 

performance of parallel computing. 

This paper first expounds the basic situation of DC, and then proposes a WAFE algorithm, which 

can be used to analyze signal data. Then this paper builds a DC model based on B/S, uses the model 

to conduct signal analysis experiments of DC mechanism, and compares the performance of the DC 

model before and after parallel computing and before and after WAFE. 

2. DC and Related Algorithms 

2.1. Overview of DC 

Due to the rapid development of science and technology, the amount of data on the Internet has 

increased exponentially. Using DC technology to process big data samples can better discover the 

value of data, improve the service quality of software manufacturers and the efficiency of 

government decision-making [4]. The widespread application of DC solves the problem of massive 

data processing, and makes full use of the idle processing power of computers. Parallel DC can be 

achieved through computers, or language programming can be implemented on computers [5]. 

2.2. Wavelet Analysis Feature Extraction(WAFE) 

Wavelet changes can be analyzed at multiple resolutions, so that wavelet transforms can be used 

in real life. For example, in medical treatment, it can be used to reduce the time of CT or MRI, in 

image research, it can be used for denoising and compression, and in mathematics. In research, it 

can be used to solve differential equations, etc. [6]. In this paper, we use it to analyze signals with 

non-stationary properties. The following is the definition of continuous wavelet transform (CWT), 

where ε(x) is the wavelet function: 
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In the above formula, the continuous wavelet transform based on ε(x). in: 
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Therefore, formula (1) can be expressed as the following formula in inner product form: 
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In the above representation, it can be found that the continuous wavelet transform makes the 

univariate function f(x) into a bivariate function, so it is the projection of f(x) on it, which can be 
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obtained by translating and scaling the pair, which is called the wavelet function here. basis, m is 

the scale factor, and n is the translation factor. 

3. DC Model Construction 

3.1. Three-Layer B/S Mode 

The three-tier design adds an intermediate tier, also known as partitioning, between the client and 

the database. The application software of the B/S three-tier system needs to deal with the work in 

the middle layer, including data analysis, business conversion, data verification, etc. [7]. In general, 

the client needs to go through the middle layer when it communicates with the database, that is, first 

establish a channel between the middle layer and COM/DOOM, and then communicate with the 

database through the middle layer. The core technology of B/S architecture is Web technology, 

coupled with the browser's powerful code analysis capabilities as support, B/S has a wider range of 

applications [8]. With the help of the B/S structure, the web browser can have the powerful 

functions of the original software, which greatly reduces the development and operation costs of the 

system. In the three-tier architecture, different servers are independent of different programs, that is, 

they show different functions on different computers. The business service interacts with the data 

service, handles complex data analysis business, and returns the analysis result to the user from the 

presentation layer [9-10]. The application mode of the three-layer B/S structure is shown in Figure 

1. 
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Figure 1. B/S mode 

3.2. Hadoop Platform 

On the Hadoop platform, users can build a DC platform according to their own needs. The 

system structure of Hadoop is designed to include the following advantages. 

Strong scalability. The strong scalability is reflected in the process of running the Hadoop 

platform, the user can control the number of computing nodes, and when the number of computing 

nodes changes, the platform will automatically back up the existing data sets. During the backup 

process, the stored data format and data processing method will not be changed. In addition, its 

strong scalability is also reflected in the amount of data processed, and ordinary users can process 

PB-level data with the help of the Hadoop platform [11-12]. 

Efficiency. During data processing, parallel operations are performed between each node, and the 
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processing speed is very fast. 

The programming model is simple and easy to implement. When writing code for data 

processing tasks, the processing logic is relatively straightforward. The Map stage is responsible for 

data classification, and the Reduce stage is responsible for the summary of classification results 

[13]. 

In statistics, data analysis of various models in programming languages such as R and Python 

has become more and more popular. However, with the increase in the amount of model data, the 

time cost of data analysis using various programming languages is also increasing. In order to solve 

the problem of excessive time cost, researchers introduced the idea of DC framework into 

programming languages such as R and Pyhton [14]. 

3.3. DC Model Based on Three-Layer B/S Mode 

Building a DC model on the Hadoop platform requires the use of a Storm cluster. The 

coordination and cooperation between Storm nodes is completed by ZooKeeper, which records all 

the states of each node, and if it stops, it is recorded in the local disk [15]. It is because of this 

feature that Storm has a high stability in practical applications and can well cope with various 

emergencies. DC utilizes this feature of Storm to enable DC to have a platform capable of real-time 

big data analysis and batch processing of data. In the case of grouped input data sources, the 

grouped data is stored in a file system or database, although the input data for computational 

streams is usually obtained from the Internet [16]. However, in practical business applications, for 

some real-time services, the data is stored in the database, but since the application always records 

the real-time performance data of the objects using the Internet, the database will be updated 

frequently [17]. For users, whether the task requires big data processing or real-time monitoring of 

computing flow, it can be easily and directly displayed and run on the platform, and users can 

obtain different task models when creating or modifying data. 

In the commonly used network parallel computing environment, such as PVM and MPI, there 

are two typical structures, namely SPMD and master/slave mode. SPMD mode, also called 

peer-to-peer mode, corresponds to data parallel processing, in which each process processing unit 

performs roughly the same work. The master/slave mode, also known as the master-slave mode, can 

be regarded as a combination of data parallelism and function parallelism. Which parallel 

processing method is adopted in a specific application needs to be comprehensively considered 

[18-19]. 

Figure 2 shows the B/S-based DC model built on the Hadoop distributed system. 
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Figure 2. DC model system 
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4. Application of DC Model 

4.1. Experiment Content 

In this paper, the proposed DC mechanism is applied to the signal analysis experiment, and a 

control experiment is performed with the traditional situation without any other mechanism or 

algorithm, and the difference in performance between the two is compared, and the DC mechanism 

is evaluated through the control experiment effect to come. In this experiment, there are two groups 

of control experiments. One is the case where only the SWLDA classifier is used, in which case the 

parallel mechanism is used for comparison, and the other is the WAFE method added in the case of 

the SWLDA classifier, in this case A parallel mechanism was used for comparison with or without 

points. 

4.2. Experimental Results 

In this experiment, the signal transmission sequence is divided into 4 data sets, and the 

traditional computing experiments with WAFE and the parallel DC experiments using SWLDA as a 

classifier are completed for the 4 data sets. All completed the character spelling task. Record the 

data and results of each dataset experiment, and compare the performance of the two in terms of SR 

(selection rate) value, spelling accuracy rate ACC, and information transmission rate ITR, as shown 

in Table 1. 

Table 1. Performance indicators of whether parallel DC is used under the dataset SWLDA 

classifier 

 SR(selections/min) ACC(%) ITR 

Tradition parallel Tradition parallel Tradition parallel 

1 1.47 2.65 96.37 91.53 5.94 12.43 

2 1.47 3.17 92.54 86.49 5.65 11.87 

3 1.47 3.22 97.82 83.64 6.08 9.86 

4 1.47 2.83 99.16 88.77 7.34 10.58 

Average 1.47 2.97 96.47 87.61 6.24 11.19 

As can be seen from Table 1, since the traditional method is a fixed number of sequence flashes, 

the SR of the traditional P300 is all 1.47. The parallel P300 DC uses a threshold algorithm, which 

can dynamically adjust the number of sequences, so its SR is not fixed. From the performance of 

SR, it can be seen that in the four datasets, the SR value of each subject's parallel DC is better than 

the traditional computing model, and the final average is 2.97 selections/min, that is, the average 

per The output of 2.97 characters can be completed in minutes, which is 2.02 times the SR value of 

1.47 of the traditional computing model. 

On the other hand, in terms of spelling accuracy, due to the obvious improvement in spelling 

speed of the parallel P300, there will inevitably be a slight decrease in accuracy, and the accuracy of 

the four data sets has decreased to varying degrees compared with the traditional P300.. The final 

average accuracy has dropped to 87.61% compared to the traditional 96.47%. Although there has 

been a certain drop, it is generally acceptable. 

Finally, on the ITR that combines the two factors of speed and spelling accuracy, the ITR of the 

four datasets is improved. Among them, the improvement effect of data set 1 is the most obvious, 

from 5.94bits/min to 12.43bits/min, an increase of nearly 2.09 times. The improvement of data set 4 
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is not very obvious, and it also reached 10.58bits/min from the previous 7.34bits/min. From the 

overall average effect, the ITR value has increased by nearly 79.33% from 6.24bits/min to 

11.19bits/min. Figure 3 shows the performance histograms of ITR under different methods for 4 

datasets. 

 

Figure 3. ITR performance 

It can be seen intuitively from Figure 3 that the four datasets have improved ITR after using 

parallel DC. 

Now compare the same 4 datasets in the case of using parallel DC to verify the impact of the use 

of WAFE on performance, the results are shown in Table 2. 

Table 2. Performance indicators after adding wavelet extraction under parallel DC 

 SR(selections/min) ACC(%) ITR 

no 

wavelet 

with 

wavelets 

no 

wavelet 

with 

wavelets 

no 

wavelet 

with 

wavelets 

1 2.65 3.53 91.53 92.45 12.43 13.31 

2 3.17 3.84 86.49 87.69 11.87 12.56 

3 3.22 4.27 83.64 85.33 9.86 11.45 

4 2.83 4.05 88.77 88.92 10.58 12.21 

Average 2.97 3.92 87.61 88.60 11.19 12.38 

 

It can be seen from Table 2 that the WAFE method has brought about an improvement in speed. 

It has increased the SR value from only 2.97selections/min to 3.92selections/min, and the accuracy 

has also increased slightly. 87.61% rose to 88.60%. On the whole, when the WAFE is used, the ITR 

value is increased from the original 11.19bits/min to 12.38bits/min. We can consider that the speed 

and accuracy are combined. The WAFE The method plays a role in improving the overall 

performance of the DC model. 
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5. Conclusion 

In this paper, a DC model based on B/S mode is constructed. In order to analyze the performance 

of the model, a parallel DC mechanism experiment is carried out, and the performance of the model 

after parallel computing and wavelet feature extraction is verified by comparing methods. Through 

control experiments, we verified the performance impact of the DC model in the case of using the 

SWLDA classifier whether to use parallel DC and whether to perform WAFE under DC. The results 

show that parallel DC can improve the ITR value of the DC model in this paper. Therefore, the 

parallel computing method proposed in this paper can indeed effectively improve the performance 

of the model. In addition, whether the results of feature extraction are obtained by using wavelet 

analysis, this method also plays a role in improving the performance of DC models. 
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