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Abstract: In the age of network information, science and technology advance by leaps and 

bounds, and people have put forward higher requirements for a large amount of data and 

information in their lives. Data mining can extract effective and valuable information that 

can guide people to make decisions from a large number of existing data by using data 

mining techniques and algorithms. This paper mainly studies the application of C4.5 

algorithm in the performance analysis of ocean engineering major. This paper collects data 

based on online learning platform, and conducts data processing and correlation analysis of 

learning behavior data. In this paper, by analyzing the influence of each special on the final 

grade, the C4.5 algorithm was introduced to improve. Based on C4.5 algorithm, this paper 

constructs a performance analysis model, which can effectively analyze teachers’ 

performance in each stage of course learning. 

1. Introduction 

With the popularization of the Internet and the progress of information technology, teaching and 

sharing knowledge through information digitization has been accepted by more and more groups [1]. 

In early 2020, the COVID-19 pandemic pushed online teaching further into the track of mainstream 

teaching model. Online teaching is no longer only the main way for primary and secondary school 

students to catch up on their lessons, but also has become the inevitable choice for universities to 

change the teaching mode under the epidemic. At present, there are many network teaching systems 

available for teachers to teach courses through the network. However, network teaching has the 

disadvantage of not intuitive classroom teaching, which leads to the teacher’s judgment of students’ 

learning situation is not as accurate as classroom teaching. Therefore, how to effectively analyze the 

effect of network teaching has always been a hot issue in teaching research [2]. Many researches on 

online teaching show that the data of students’ learning paths and learning performance can be used 
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as an important basis for teachers to evaluate students’ learning outcomes and diagnose students’ 

learning difficulties. These data are of valuable research value. Education big data has caused 

extensive concern of the society from all walks of life, the use of education method combined with 

the characteristics of data in data mining to analyze data, and explore the important information 

hidden in the data and then find the teaching problems, to assist teachers in teaching and promoting 

education reform, improve the quality of teaching has important meaning [3]. In education data, 

student’s result the location data can not only determine student achievement, also can adjust the 

teaching for teachers and teaching management training plan provides feedback information, so 

with the help of education of the data mining method, the course of ＂modern education 

technology application＂ performance data for data mining, to explore the question of ＂what 

factors affect the teaching＂. It plays a positive role in optimizing teaching, improving academic 

ability of ocean engineering and promoting the development of educational informatization [4-5]. 

The empirical analysis of predicting student performance at home and abroad has also been 

developed from initial artificial statistics to common artificial intelligence statistics [6]. Statistical 

forecasting methods. The key point of this method is the prediction of grades. The prediction model 

is established by statistical method, and the results calculated by statistical model are used to predict 

grades. Specific methods include fuzzy clustering, Logistics regression model, PRIDIT principal 

component analysis, multivariate neural network, etc. [7]. Artificial intelligence grade prediction 

technology. This method is improved and realized on the basis of statistical prediction methods, and 

the prediction effect can be improved through the joint use of statistical regression methods [8]. 

Education as one of the most commonly used methods in data mining, domestic the DT(DT) 

algorithm is mainly used in the field of education student performance analysis, analysis of 

students’ learning behavior, has been applied to the proportion of college students graduate and 

prediction and the employment situation, the students’ learning experience, to help students’ course 

selection etc. [9]. Compared with China, foreign DT algorithms are more widely applied in 

education, not only in performance analysis, but also in education donation, calculation of income 

and expenditure of education funds, student management and other aspects [10]. 

Therefore, how to effectively evaluate the academic achievements of students specializing in 

marine engineering in the context of the epidemic situation is an urgent problem that needs to be 

studied. The present study proposes an integrated analysis algorithm, through the processing of 

these heterogeneous large-scale learning files, we analyze these learning files from multiple 

perspectives, identify students’ learning behaviors and predict their possible learning outcomes 

according to their current learning conditions. 

2. Achievement Analysis of Ocean Engineering Major Based on C4.5 Algorithm 

2.1. Optimize DT C4.5 Algorithm 

C4.5 algorithm optimizes the DT generation process on the basis of ID3 algorithm [11]. The 

resulting DT is an ordinary tree. Firstly, the information gain ratio of attributes is selected as the 

basis for selecting branch attribute nodes. Secondly, the pruning operation is carried out at the same 

time when the DT is constructed to avoid the over-fitting phenomenon of the whole tree [12-13]. 

Before constructing the DT, the data is preprocessed and the transformation from continuous 

attribute data to discrete attribute data is considered in advance. The following is the pseudocode of 

the C4.5 algorithm 

Input: training sample set D={(x1,y1), (x2,y2),... ... (xn,yn)} 

Attribute set A={A1, A2,... ... , an} 

Output: A DT 
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Example Create a root node 

If both D’s belong to the same class C, then node is returned as a leaf node labeled as class C 

If A is empty or the number of samples left in D is less than A given value 

Node is returned as a leaf node, marking node as the class with the most occurrence in D 

For each attribute in A 

Calculate the information GainRatio 

Select the attribute with the largest information gain rate from A as the best partition attribute 

After inputting the training set and attribute set of samples, a DT can be constructed according to 

the C4.5 algorithm that generates the DT. 

ID3 algorithm generates DTs based on the information gain value of attributes, while C4.5 

algorithm proposes the information gain ratio of attributes [14]. Let’s use PlayFootball as an 

example to create a DT. Assuming that the Day attribute is selected as the training attribute, since 

all values of Day are discrete and do not have the same value, it will be divided into 14 different 

classes, and a DT with 14 leaves and depth of 2 will be generated. Equations 1, 2,3 are used to 

calculate: 

14

9
log

14

9

14

5
log

14

5
)( dayH

                         (1) 

0)...(
...

)( 21

1

21







njjj

n

j

njjj
aaaH

a

aaa
dayE

                (2) 

)()()( DayEDayHDayGain                           (3) 

In addition to Day, such attributes are the student number, teacher number, identification number, 

bank card number, and so on. In conclusion, the information gain ratio of attribute Day is still the 

largest, so attribute Day is selected as the splitting node, and so on, the DT is created to obtain the 

classification rules. 

In the DT constructed according to C4.5 algorithm, each attribute node in the DT is selected and 

determined according to the information gain ratio of the attribute, and the value of each node 

mainly depends on the maximum value of information entropy reduction [15]. Based on this 

principle, the constructed DT structure is the most intuitive, but not the simplest. It can be seen that 

C4.5 algorithm not only has the advantages of ID3 algorithm, but also obtains the maximum gain 

effect by combining with the theory of information gain when attribute value is determined. C4.5 

not only retains the advantages of ID3 algorithm, but also has its own advantages. 

(1) Advantages 

When building DT, the information gain rate of attributes is used to select branch nodes, which 

effectively overcomes the multi-value bias problem caused by ID3 algorithm in selecting branch 

nodes. The discretization of continuous data is realized reasonably and effectively through the 

techniques of equal width method and equal frequency method. In the case of missing attribute 

values, the data sample set is effectively processed. Pruning is carried out in the process of DT 

construction, which effectively overfits the whole DT [16-17]. 

(2) Disadvantages 

During the DT construction process, the set of data samples must be scanned and sorted several 

times, resulting in the low efficiency of C4.5 [18] algorithm. In addition, the algorithm is applied 

only to sets of data samples that can reside in memory. When the set of training samples is too large 

for memory, the program cannot be executed. 
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2.2. The Construction of DT Algorithm Model 

(1) Improve C4.5 algorithm 

According to the weight of each feature in the final grade, the information gain formula of 

feature av after introducing the weight is as follows: 
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According to the weight of each feature in the final grade, the split information entropy formula 

of feature av after introducing the weight is as follows: 
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Where, S is the number of values of feature av, and Dj is the subset of the JTH value of feature A 

in dataset D. 

The pseudo-code of the improved C4.5 algorithm is as follows: 

The function createImprovedC4_5Tree(D,A,v) 

Create the root node N. 

If all the samples in D belong to the same category C then 

Mark N as a leaf node of class C; return 

end if 

If A = ∅  then 

N is labeled as a leaf node, and its category is labeled as the class with the largest number of 

samples in D. return 

end if 

Perform chooseImprovedBestSplitWay (D, A, v) function, from A to obtain the optimal partition 

and the characteristics of ai 

Good partition point t 

According to the best partition point t, the dataset is divided into two parts. Dt- means that the 

value of D for the feature AI is less than and equal 

For the sample subset of t, Dt + denotes the sample subset of D whose value of feature AI is 

greater than t. 

Recursively run createImprovedC4_5Tree(Dt-,A/{ai},v) 

Recursively run createImprovedC4_5Tree(Dt+,A/{ai},v) 

(2) Model construction 

In this paper, Python language and Spyder compiler platform are used as data mining tools to 

mine and analyze the online learning behavior data and academic performance of students. As the 

most popular language at present, Python’s biggest advantage is its simplicity and ease of use, 

intuitive syntax and many class libraries related to data mining [16]. Scikit-learn is a Python 

algorithm library for machine learning, providing common machine learning algorithms. Spyder 

Library and Scikit-Learn Library, two Python libraries that provide the basis for data mining using 

Python. 

Import the Scikit-Learn library DT algorithm and other related libraries. 

The.read_csv() function in Spyder library is called to read student behavior data and academic 

performance data, and the two types of data are stored in variables X and y respectively. 

The initial data set is divided into training set and data set. The classification model is installed 

with the training set, and the quality of the classification model is tested with the test set to ensure 



Frontiers in Ocean Engineering 

13 
 

the accuracy of the model and make the model have a good effect on the new data. 

All model objects on Scikit-Learn provide a fit() interface, which is used to build models. For the 

DT model, FIT (x, y) can be used to train and build the model. 

Once the DT model is built, the Predict () interface is called to test the test set. Then the results 

of the training set and the test set are scored respectively. The interface returns a value of x[I], the 

closer the value is to 1, the better the performance of the model. 

Using Spyder library, the DT model can be output, namely FIG_tree picture. 

Randomly select a sample from students’ scores for prediction, and output the prediction results 

to the result table. 

3. C4.5 Algorithm Application 

3.1. Experimental Environment 

The experimental environment of algorithm implementation and model evaluation in this paper 

is shown in Table 1. 

 

Table 1. Experimental environment for algorithm implementation and model evaluation 

Environment type Attribute 

CPU Intel i5 

Memory 16GB 

Operating system Window 10 

Algorithm implementation language Python 

3.2. The Data Collection 

The research data of this paper come from the educational administration system of our school, 

and the research object is the achievement data of students majoring in ocean engineering in our 

school. 

4. Analysis of Experimental Results 

4.1. Engineering Graphics Course 

For the course of “Engineering Graphics”, according to the above rules, [81-96] will be marked 

as “excellent”, [71-80] as “good”, and [60-70] as “qualified”. The prediction performance of this 

course under the two algorithms is shown in Table 2. 

Table 2. Algorithm performance comparison table 

 Time(s) Accuracy rate 

C4.5 algorithm 1.207 72.9% 

Improved C4.5 algorithm 1.03 81.5% 
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Figure 1. Engineering graphics course algorithm application 

As shown in Figure 1, the improved C4.5 algorithm is significantly better than the original C4.5 

algorithm in terms of speed and accuracy. 

4.2. Introduction to Marine Technology 

In order to prove the rationality and repeatability of the algorithm, the experiment was carried out again for the 

course ＂Introduction to Ocean Technology＂. The prediction performance of the course under the two algorithms is 

shown in Table 3. 

Table 3. Comparison of different algorithms 

 Time(s) Accuracy rate 

C4.5 algorithm 1.032 72.3% 

Improved C4.5 algorithm 0.915 80.6% 
 

 

Figure 2. Analysis results of an Introduction to Marine Technology course 
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As shown in Figure 2, for the course ＂Introduction to Ocean Technology＂, adding balance 

degree system to the calculation formula can also effectively improve the prediction accuracy of 

each category. 

5. Conclusion 

This paper studies the performance analysis model was constructed based on C4.5 algorithm, and 

the model is applied to implement the course grade of early warning system, can provide real time 

for teachers to understand the class students learning situation, the course grade prediction results 

and the function of the crisis warning notice students, thus can guide in advance through the crisis 

students improve class teaching quality. It can provide students with the function of real-time 

understanding of their personal learning situation, prediction results of course grades and checking 

the warning reasons and study suggestions, so that they can avoid failing by strengthening their 

learning. However, there are still some areas to be improved in the research, among which are as 

follows: the accuracy of the phased grade prediction model in predicting the final grade interval is 

not good, so the construction of the phased grade prediction model needs to be optimized in the 

following work. 
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