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Abstract: With the arrival of the era of artificial intelligence and data, the "Internet +" 

education model has achieved a blowout development. At the beginning of 2020, the 

outbreak of COVID-19 further promoted the online teaching model. However, due to the 

separation of time and space and the way of single line teaching, online classes lack human 

communication; when students' learning mood and behavior turn away from the learning 

classroom, teachers can not correct and give reminders in time, resulting in poor learning 

effect of students. Therefore, how to use artificial intelligence methods to obtain students' 

learning behavior from online classes, analyze and judge their classroom status, and form 

an effective classroom status evaluation mechanism is an important foundation for 

achieving scientific online education and improving learning effects. In this paper, the 

following research has been carried out on the online classroom face recognition system 

based on convolutional neural network. The use of ghost module can effectively reduce the 

amount of parameters and computation, and still ensure the good face recognition effect of 

the network.  

1. Introduction 

With the continuous progress of modern science and technology, the "Internet +" education 

model has been born. From 2013 to now, it has shown a blowout development. In 2020, COVID-19 

ravaged the world, making it impossible for most students to study in the classroom on campus. 

This also made e-learning a new favorite of current teaching methods, and online classroom is the 

most important way of learning. Since the large-scale development of MOOC in 2012, online 

classroom has gradually become a "storm" that changes the way of education. A large number of 

online education platforms have emerged, such as "Netease cloud classroom", "51CTO", "school 

online", and so on[1].       

Compared with other biological features, face also has more additional information that can be 

used by us. We can not only directly use faces to complete relevant tasks as above, but also conduct 
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deeper mining and analysis of face images to get more meaningful information for us and use this 

information for other alications[2]. In China, driver monitoring systems are installed in all major 

passenger cars, which can greatly reduce the incidence of dangerous driving accidents every year. In 

hospitals, we can install a face recognition system to judge whether patients are hay or angry by 

analyzing their facial features. Nowadays, this facial expression recognition has also developed 

rapidly due to its huge demand. Through the analysis of face images, we can judge a person's 

gender, age, race and whether he wears masks and glasses[3]. For example, during the epidemic, we 

can use face recognition technology to judge whether people wear masks to prevent the rapid spread 

of the virus. In addition to the examples listed above, face and face recognition technology are also 

alied in many other aspects[4]. Therefore, it is of great significance to study face recognition 

technology. At present, face recognition technology has made a lot of achievements with great 

practical significance, but the effect of face recognition under unconstrained conditions is still far 

from meeting people's requirements. This paper hopes to improve the effect of face recognition 

under unconstrained conditions by improving the existing neural network model[5]. At the same 

time, it studies face related fields such as face mask detection and living body detection to meet the 

requirements in special scenes. Based on this, it is of great value to study face recognition 

technology under unconstrained conditions from both theoretical and practical perspectives. In 

terms of its development stage, face detection technology can be divided into traditional face 

detection stage and face detection era based on deep learning. In terms of methods, it can be divided 

into four mainstream face detection methods based on skin color model, template matching, feature 

statistics and deep learning. Many foreign scholars have proposed AdaBoost algorithm based on 

statistical theory. The core idea is that the weak classifier can form a final classifier with stronger 

classification effect in some way. The detection speed of this algorithm is fast, but it is easy to be 

interfered by external environment factors, resulting in poor detection accuracy and low robustness. 

Since then, deep learning has been widely used in the field of face detection. Compared with the 

traditional face detection methods, the deep learning method does not need to manually extract face 

features, and automatically completes the training of the network model with a large amount of data. 

While effectively improving the accuracy of face detection, it can greatly reduce the amount of 

computation in the detection process[6].       

In this paper, mtcnn is selected as the face detection algorithm. Research on face related fields 

has greatly facilitated our life. For example, in some scenes with high security requirements, we can 

add face detection technology to make the system more secure and reliable. During the epidemic, 

deep learning can also be used to detect the wearing of face masks. This paper mainly focuses on 

face recognition based on convolutional neural networks, exploring how to improve the recognition 

rate of faces under unconstrained conditions including face pose changes, and at the same time, 

lightweight design of neural networks, so that they can be deployed in small embedded devices, and 

finally complete the accurate recognition of faces in videos. 

2. Overview of Related Concepts  

2.1. Forward Propagation Algorithm  

Face images are input to the network in the form of feature vectors, and the neural network 

continuously deduces and outputs the final results to solve the classification or regression problems 

we face. The whole process from input to output depends on the forward propagation algorithm of 

the network. In the neural network, neurons are the smallest unit. Each neuron has at least one input 

and only one output. The input of the whole network or the weighted sum of neurons can be taken 

as its input. It is assumed that layer L-1 and layer l have m and N nerves, respectively       

The output of layer l can be summarized as[7, 8]: 
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respectively ,Indicates the output of layer L and layer L-1.
LW Layer n×M-dimensional weight 

matrix,
Lb indicates that the layer N is an offset vector. The above is the forward propagation 

process of the neural network. In the forward propagation process, we hope that the output of the 

network can aroach the real label of the sample as much as possible[9, 10].  

2.2. Back Propagation Algorithm       

Back propagation is a method to calculate gradients, rather than the whole learning algorithm for 

complex neural networks. The main steps of implementing BP algorithm are as follows[11]:       

The forward propagation algorithm in the previous section is used to deduce the training sample 

data of the input neural network layer by layer, and the results are obtained at the final output 

layer[12].       

Calculate the error between the forward propagation output result and the real label of the 

training sample, and then optimize the network by repeatedly adjusting the parameter weight to 

make the final output as close as possible to the actual result.        

2.3. Convolutional Neural Network       

With the continuous improvement of deep learning theory and hardware equipment, and relying 

on its strong learning and feature extraction capabilities, it has achieved great success in various 

fields of computer vision[13].       

Convolutional neural networks have different learning tasks in different network layers, which 

can be roughly divided into shallow layer, intermediate layer and deep layer in terms of their 

functions[14]. Taking face recognition as an example, CNN extracts the edge features of face 

images by using the shallow layer, then abstracts and combines the obtained edge features into local 

features by using the middle layer, and finally abstracts and combines each local feature into the 

global feature or the overall contour of the recognition target in the deep layer[15].       

2.4. Activation Function       

Most of the problems to be solved in the face field are complex and nonlinear. However, the 

characteristics of neural network forward propagation determine that it is a linear model. In order to 

effectively solve this contradiction, researchers proposed adding nonlinear elements (activation 

functions) to the neural network[16]. The specific method is: in CNN, by adding non-linear 

elements to its hidden layer, the whole linear network model is changed into a non-linear one, and 

the non-linear network has stronger expression ability. Common activation functions are as 

follows[17]:  
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The value range of sigmoid activation function is (0,1) which is smooth, continuous and 

monotonous, and easy to optimize. However, the problems of large computation and slow 
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convergence also affect the training of the network. As another logical activation function, the tanh 

activation function has an S-line curve with a value range of (- 1,1) which strengthens the negative 

input maing of the function, and only the zero input is maed to the nearest non-zero input, 

eliminating the possibility of the gradient disaearing. The output mean value is 0 (close to the 

distribution mean value of many samples) which determines its fast convergence speed and fewer 

iterations compared with sigmoid[18]. 

3. Online Classroom Face Recognition Based on Convolutional Neural Network  

3.1. Channel Attention Mechanism       

This paper adds the attention mechanism senet algorithm to the improved residual network 

resnet50. The senet attention mechanism module mainly acts on the neural network model channel. 

It is easy to add this module to the existing network model, and the amount of parameters and 

calculations at the same time is very small, which can improve the effect.       

3.2. Depth Residual Identity Maing Module       

The aearance of deep learning makes face recognition a great success. However, compared with 

the front face, many existing face recognition models still perform relatively poorly when dealing 

with the side face. A key reason is that the number of front faces and the number of side faces are 

highly unbalanced, so there are more face training samples. In addition, fundamentally speaking, it 

is very difficult for the neural network to learn the depth representation that keeps the geometry 

unchanged with large attitude changes through training. 

4. Numerical Analysis Results  

One of the problems of online classroom is that teachers can't grasp students' classroom status in 

time, resulting in the decline of teaching quality. Therefore, this paper analyzes students' facial 

features and judges students' attendance status through facial recognition. 

4.1. Analysis of Identification Experiment Results  

Table 1. Network hyperparameters 

Parameter Numerical value 

Batch-size 16 

Initial learning rate 0.1 

Momentum 0.9 

Weight_decay 0.0001 

 

As shown in Table 1, the experimental batch size is set to 16, and the initial learning rate is 0.1. 

At the same time, the learning rate of every 30 epochs is attenuated to 0.1 times of the last learning 

rate. The momentum parameter is set to 0.9. To prevent overfitting of the model, the weight decay is 

set to 0.0001. 



International Journal of Neural Network 

51 
 

Table 2. Face recognition accuracy of different network models on each dataset 

Model LFW CFP IJB-A 

ResNet50 98.14% 92.16% 95.62% 

SENet+ResNet50 98.37% 92.84% 95.91% 

DREAM+ResNet50 98.65% 93.76% 96.07% 

SENet+DREAM+ResNet50 99.46% 94.15% 96.23% 

 

As shown in Table 2, the accuracy of LFW, CFP and ijb-a data sets is the highest, reaching 

99.46%, 94.15% and 96.23% respectively. In order to further prove the effectiveness of the 

improved residual neural network, experiments were also conducted based on the four network 

model structures, and the accuracy of face recognition was compared on the YTF and sllfw datasets. 

The experimental results are shown in Figure 1 below.  

 

 

Figure 1. Face recognition accuracy of different network models on YTF and sllfw datasets 

It can be seen from the above figure that the network with the attention mechanism and the depth 

residual identity maing module added at the same time has the highest accuracy, reaching 94.94% 

and 96.34% on the YTF and sllfw datasets respectively. Compared with the original network 

resnet50, the accuracy is improved.       

4.2. Experimental Analysis of Residual Network Lightweight       

Ghost module has two super parameters, D and S. in the experiment, the control variable method 

is used to determine the impact of this parameter on the network performance. For example, first set 

s to a fixed value, and then let D adjust in {1, 3, 5, 7}. The experimental results are shown in Table 

3 below.  
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Table 3. Experimental performance effects of different D on self-made face dataset 

d Weights FLOPs Acc. (%) 

ResNet-50 25.6 213 98.14 

1 13 107 98.12 

3 12.9 109 98.15 

5 12.9 112 97.89 

7 12.9 119 97.63 

 

It can be seen from the table that when the value of D is 1, the size of the convolution kernel is 

too small, which will lead to the loss of spatial information for the feature map. When the value of 

D is greater than 3, the size of the convolution kernel is too large, which will increase the 

calculation amount of the network model. Therefore, in subsequent experiments, D is set to 3.       

After improving the network model, the senet + dream + RESNET network model has the best 

effect. Therefore, it is compared with the lightweight neural network model ghost resnet50. Figure 2 

shows the face accuracy comparison data of the lightweight improved network model and the 

optimal network model in Chapter 4 on five different data sets, as shown below. 

 

 

Figure 2. Comparison of accuracy of two different network models on five face data sets 

5. Conclusion 

As a "storm" that changes the way of education, online classes have more and more obvious 

advantages. Online classes are not limited by any time and place. Students can learn independently, 

choose more and more effective learning resources, better improve learning efficiency and stimulate 
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learning interest. In view of the above problems, this paper improves the robustness of neural 

network to face recognition by improving the existing deep learning algorithm. The arrival of the 

era of deep learning has greatly promoted the research process and alication of face recognition, but 

not all problems have been well solved. In addition, there are also many specific aspects of the face 

that are worth exploring, such as the detection and even recognition of face masks in the epidemic 

scene. The research on face recognition is still a long and arduous process. We need to calm down 

and study hard so that face recognition technology can better serve people's lives. 
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