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Abstract: The current successful application of deep learning is based on Deep Neural 

Network (DNN). Robustness can help users obtain the service quality information of 

neural network (NN) in practical applications, measure the security of NN, and avoid 

potential security threats. In the existing robust computing research, there is no method that 

can give the robustness of a NN for a certain input sample in a timely and effective manner 

in practical applications. Therefore, in this paper, the robustness features are combined to 

study the stability of NN. This paper firstly describes the stability and robustness 

evaluation framework of NN, and then studies the stability of NN from three aspects: 

robust classification, bifurcation threshold and robustness predictor stability. Robustness 

indicators and network performance are analyzed and corresponding conclusions are 

drawn. 

1. Introduction 

The rapid development of NN technology plays a significant role in promoting the development 

of artificial intelligence, and also promotes the industrialization of deep learning [1-2]. NN are 

vulnerable to adversarial samples, but there is still no effective defense method to protect NN from 

adversarial samples, so the research on NN security and quality assurance is extremely important 

[3]. Robustness is an important attribute to measure the security and reliability of NN models, 

which is of great significance in the research of NN security assurance [4-5]. In DNN, the stability 

of forward propagation is related to the representation stability and generalization ability of the net, 

especially the adversarial attack problem of DNN [6]. 

In recent years, many scholars have conducted in-depth research on robustness in order to solve 

the problem of NN stability, and have achieved good results. For example, scholars such as 

Strisciuglio N use the kernel object called graphons to analyze the stability of GNN, and study the 

stability of graphon disturbance based on graphon signal processing theory. It can be seen from 

observation that GNN is stable to graphon disturbance, and its stability The sexual bounds decrease 

asymptotically with the size of the graph [7]. Researchers such as Szilassy P proposed a new 
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neighborhood preservation layer to improve the robustness of the network by replacing the fully 

connected layers. The NN architecture contains these layers and can be trained efficiently. It is 

theoretically proved that the NN architecture is suitable for State-of-the-art gradient descent based 

attacks are more robust [8]. Robustness is very important for the stability study of NN. 

The challenges faced by the current deep learning include the robustness challenge brought by 

the data samples, so this paper studies the robustness of the NN by combining the robustness 

features [9-10]. The structure of this paper can be roughly divided into three parts: the first part is 

an overview of NN related theories, including the stability of NN and the robustness evaluation 

framework; the second part is stability research, mainly robust The three aspects of the 

classification, the bifurcation threshold and the stability of the robust predictor are studied. It is 

found that the purpose of bifurcation control can be achieved by adjusting the connection weight of 

the NN. The third part is the analysis of research results, including robustness index analysis and 

network performance analysis, attractor dynamics can enhance network stability and improve 

network generalization ability. 

2. Related Overview 

2.1. Stability of NN 

In the feature extraction process of DNN (DNN), we regard the input as an initial state of the 

feature space, and our main concern is how to transform the input state into features in a subset of 

the feature space, so that the target task can make People satisfactorily utilize the learned feature 

representation [11]. This subset can be an invariant set to ensure stable feature representation [12]. 

Here, we further assume that these sets are attractors, using attractors to enhance the stability of NN 

forward propagation. 

The good forward stability of the network means that the features extracted by the network have 

appropriate changes to the changes of the network input, and will not have drastic changes due to 

slight changes in the input of the DNN, resulting in unstable predictions of the network [13-14]. For 

example, in an image, a slight change in the content of the image does not affect the meaning it 

expresses, the slight movement of the object in the image, the slight change in the light and shadow 

in the image, the slight change in the pose of the object, etc., should not make the features extracted 

by the DNN occur. A larger change than the features extracted before the change [15]. 

2.2. Robustness Evaluation Framework 

Conflict robustness is a measure of the model’s robustness to adversarial samples, and in the real 

environment, there are also some reasonable abnormal data, such as sample data generated by 

natural transformations such as changing brightness, contrast, rotation, translation, blur, and zoom. 

[16]. Compared with the adversarial samples obtained by artificially adding malicious perturbations, 

these sample data are more likely to appear in the real environment of model deployment, and have 

important practical significance for the robustness evaluation of the model. In this paper, these 

samples are called natural transformation samples. A robust NN not only needs to perform well on 

the original samples, but also needs to ensure high performance on some naturally transformed 

samples [17-18]. Combined with the above analysis, this paper designs an evaluation framework as 

shown in Figure 1. The framework mainly includes three modules: test data generation, robustness 

evaluation and evaluation conclusion. 



International Journal of Neural Network 

43 
 

original sample

rotate Vague FGSM

natural transformation samples adversarial example

acc-rate Δkmax Δkmin

Comment conclusion

natural transformation Adversarial example generation

...... ......

Robustness evaluation

Test data generation

 

Figure 1. Robustness evaluation framework 

3. Stability Study 

3.1. Robust Classification 

The robustness of NN can be roughly divided into two types, namely global robustness and local 

robustness. 

The global robustness requires that under the distance constraint of δ, for the distance between 

two points b1 and b2 in the input space to be less than L2, then the output gap of these two samples 

in the NN model N will be less than the given θ. As shown in the formula below, where 

Dbb  21, : 

Lbb  21                    (1) 

    ,),( 21 bNbN
                 (2) 
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Since the constraints of global robustness are too strong, we generally relax the constraints to 

consider local robustness. Local robustness requires that given the initial sample point b0, under the 

distance constraint δ, the points satisfying 
 0bb

 in the input space will be classified into the 

same category as b0. The formula is as follows: 

   NbLNbLbbb ,,, 00  
                 (3) 

In this paper, the adversarial examples we consider violate local robustness. Because the given 

initial sample point b0 is under a certain distance constraint δ, we can add perturbation to b0 to 

obtain b0’ such that



00 bb

. But b0’ and b0 are classified into different categories. Therefore, 

the robustness we hope to improve in this paper belongs to a kind of local robustness. 

3.2. Bifurcation Threshold 

This section investigates the effect of changes in bifurcation threshold weights on the stability of 

NN. First, the effect of weight changes on the bifurcation threshold is selected with suppressive 

properties. It can be seen from the analysis in Figure 2 that when other parameters are fixed and 

d1=d2=d, this section finds that the bifurcation threshold d0 will gradually increase with the change 

of v2, but the bifurcation threshold will not always exist. When the value v2 is -1.6, the NN 

bifurcation threshold will always remain asymptotically stable at the origin. Similarly, increasing 

the connection weight v4 also expands the bifurcation threshold of the NN. However, the smaller 

the absolute value of the two weights, the smaller the bifurcation threshold of the NN and the 

smaller the stable interval of the NN. Therefore, the purpose of bifurcation control can be achieved 

by adjusting the connection weight of the NN. 

 

Figure 2. Effect of weight change on bifurcation threshold 
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3.3. Stability of Robust Predictors 

Generally speaking, the training process of NN requires a lot of skills and experience, and users 

cannot guarantee that the model achieves the best performance during the process of applying the 

NN, and the trained model may have different accuracy rates. For models with different accuracy 

rates, their robustness performance will also be different. The accuracy rates of the LeNet-5 model 

on the MNIST dataset are 78.27%, 83.56%, 88.91%, 93.69%, and 97.85%, respectively, and the 

robustness mean of the test samples is calculated, and the robustness mean calculation results are: 

1.88, 1.57, 1.46, 1.42, 1.37. As can be seen from Figure 3, as the accuracy of the model increases, 

the average robustness shows a downward trend, but the decline gradually becomes flat. The results 

show that the robustness predictor can effectively predict the magnitude of robustness for NN 

models with different accuracy rates. 

 

Figure 3. NN model robustness prediction accuracy 

4. Research Analysis 

4.1. Analysis of Robustness Index 

In this experiment, the MNIST and Fashion-MNIST datasets are used. The trained models are 

lenet-1, lenet-4 and 1enet-5. The test data is still generated using the FGSM method. For the 

original MNIST test set, the upper limit of the perturbation intensity is set as 0.06; for the 

Fashion-MNIST original test set, set the perturbation upper limit to 0.03, and generate 5 adversarial 

samples for each original test sample of each dataset as test data for robustness evaluation. Input the 

test data into the corresponding model to calculate the conflict robustness index Δkmin, and to 

verify the validity of the index, calculate the L2 distance between each adversarial sample and its 

original sample according to formula (4), and take the minimum value, and finally Find the average. 

    


N

i ii aaaar
1

2
,

                   (4) 

where a represents the original sample, and a′  represents the adversarial sample. The 

calculated Δkmin and 2L  are counted, and the calculation results of the indicators on the MNIST 

dataset are shown in Table 1. 
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Table 1. Indicator calculation results 

Data set Model Δkmin 2L  

MNIST 

lenet-1 0.1478 2.8147 

lenet-4 0.4567 2.8378 

lenet-5 0.6791 2.8653 

Fashion-MNIST 

lenet-1 0.0768 0.6789 

lenet-4 0.1498 0.7654 

lenet-5 0.2014 1.4925 

From Table 1, it can be observed that under the FGSM attack, among the models trained on the 

MNIST dataset, the Δkmin of the lenet-5 model is 0.6791, the lenet-4 model is 0.4567, and the 

minimum lenet-1 model is 0.1478. The average minimum distance L2 of the adversarial sample 

from the original sample is also the same size relationship. Because under the same attack algorithm, 

the larger the required disturbance, the better the defense effect of the model, that is, the stronger 

the model robustness, so the robustness of the lenet-5 model is stronger than that of the lenet-4 

model, and the lenet-4 model The robustness is stronger than the lenet-1 model. This is consistent 

with the results of the model robustness evaluation using the conflict robustness metric Δkmin. 

Among the models trained on the Fashion-MNIST dataset, the Δkmin for the lenet-5 model is 

0.2014, which is larger than 0.1498 for the lenet-4 model and 0.0768 for the lenet-1 model. The 

average minimum distance L2 between the original sample and the adversarial sample is also the 

same size relationship. Therefore, the same robustness evaluation conclusion can be drawn using 

the conflict robustness index Δkmin and the average minimum distance L2, the robustness of the 

lenet-5 model is stronger than that of the lenet-4 model, and the robustness of the lenet-4 model is 

stronger than that of the lenet-4 model. lenet-1 model. Through the analysis of the above two sets of 

experimental results, it can be proved that it is effective to use the conflict robustness index Δkmin 

to evaluate the robustness of the DNN model. The larger the Δkmin, the better the model 

robustness. 

4.2. Network Performance Analysis 

Table 2 lists the results of testing with different numbers of initial placement attractors on 

different datasets and web structures. Each set of experiments was tested 5 times. The table shows 

the mean and standard deviation of the tests. In Table 2, h=0 indicates that the net training is not 

connected to RMAN. From the analysis in Table 2, it can be seen that when RMAN is used, the gap 

between exercise loss and test loss is smaller than that without RMAN (i.e., h=0), resulting in better 

generalization performance. This suggests that enhancing web stability based on attractor dynamics 

is beneficial for web performance and can improve the generalization ability of the net. 

Table 2. NN test error rate comparison 

Dataset Model Layer 
Number of placement attractors 

h=0 16 64 256 

CIFAR10 
ResNet 22 8.54 8.43 8.01 7.98 

ResNet 35 7.45 6.75 7.13 6.87 

CIFAR100 

ResNet 39 33.64 31.96 32.91 31.58 

ResNet 62 32.78 32.04 31.23 30.45 

LM-ResNet 123 30.97 30.09 29.97 29.53 

LM-ResNet 184 28.14 27.31 27.34 26.36 

5. Conclusion 

The robustness of the NN is an important index to evaluate the security of the NN, and it is of 
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great significance in ensuring the security of the NN. Therefore, this paper studies the stability of 

the NN based on the robustness characteristics. In view of the current research status of NN 

robustness, this paper proposes a robustness predictor, which can timely and effectively give the 

robustness information for a specific NN to be tested, and provide quality and safety assurance for 

the NN. Serve. In this paper, it is found through research that enhancing network stability based on 

attractor dynamics is beneficial to net performance and can improve the generalization ability of the 

web. There are still many shortcomings in this paper that need to be improved. 
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