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Abstract: Due to the huge amount of data processed in the distributed storage system, and 

the transformation of tasks processed in the traditional stand-alone environment into a 

distributed processing mode, which increases the cost of network and scheduling, 

operations in traditional stand-alone databases are performed in distributed storage systems 

appear extra expensive in the system. With the development of high-throughput sequencing 

technologies, data analysis has increasingly introduced distributed technologies to address 

the challenges posed by the explosion of data. The main purpose of this paper is to design 

and study distributed systems based on correlation sequencing algorithms. In order to 

alleviate the relatively lagging development of this field in China, this paper builds a 

distributed computing and analysis platform for omics data analysis, and proposes an 

optimization method based on the retrieval and computing problems in omics data analysis. 

Experiments show that the MD5 value of the result file obtained after the error is recovered 

and the result file is compared with the result file without error is the same. It shows that 

the result obtained by the fault-tolerant method in this paper is correct. Finally, the 

effectiveness of the optimization is verified through specific test data. 

1. Introduction 

In a distributed environment, the connection operation needs to transmit multiple relationships 

involved in the connection between hosts, which requires a lot of network costs. In this environment, 

distributed connection optimization technologies continue to emerge. The current connection 

optimization technology mainly focuses on the optimization in the following ways. First, how to 

reduce the network cost of connection operations in a distributed environment, secondly, how to 

improve the parallelism of connection operations, thereby reducing the computation time of 

connection operations, and finally, how to decide the optimal execution plan for connection 

operations [1-2]. 
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In related research, Abidi et al. used an intelligent hybrid learning algorithm with meta-heuristic 

improvement to realize flexible manufacturing system (FMS) scheduling [3]. After collecting the 

benchmark dataset for FMS, feature extraction was performed using t-distributed stochastic 

neighborhood embedding, linear discriminant analysis, linear squared regression, and higher-order 

statistical features. An optimal weighted feature extraction method is developed to select optimal 

features with less correlation using a modified lion algorithm (LA), called modified nomadic-based 

LA (MN-LA). Elwin introduced a distributed finite element algorithm that allows swarms of mobile 

robots to continuously monitor environmental quantities [4]. The algorithm ensures that each robot's 

estimate forms part of a global estimate that spans the entire domain, fuses measurements from the 

entire population, and takes into account spatial correlations between measured and estimated 

positions. By incorporating spatial correlations without the need to transmit measurements or 

measure locations, the algorithm decouples its communication needs from the spatial statistics of 

the environment and enables robots with fixed capabilities to monitor environments with varying 

spatial correlation lengths. 

In this paper, based on the correlation sequencing algorithm, the design research of distributed 

system is carried out. This paper first designs a retrieval optimization model to solve the omics data 

retrieval problem. In order to break through the performance bottleneck of traditional omics 

analysis applications, this paper analyzes and discusses the application of correlation sequencing 

algorithm design in data analysis. Through the implementation and comparison of different 

parallelization of classical sequence alignment algorithms, the rationality of the optimal design 

should follow the principle of balance is proposed. Thirdly, the data are compared experimentally to 

verify the effectiveness of the method. Finally, combined with the proposed data analysis and 

optimization method, related systems and applications are designed and implemented. 

2. Design Research 

2.1. Characteristics of Task Scheduling Problems 

The task scheduling problem in the distributed multiprocessor system environment has the 

following characteristics: 

First, the heterogeneity of communication and computing resources. In traditional on-chip 

multiprocessor systems, processing nodes and network types are usually isomorphic, so the task 

scheduling strategy is relatively simple, only the task information and the status of processing nodes 

need to be considered, and even the problem of communication competition does not need to be 

considered [5-6 ]. However, in the distributed multiprocessor system, the scalability is strong, and it 

can also be connected to a larger system as a subsystem, and it may be heterogeneous whether it is a 

processing node or a network. The heterogeneity of processing nodes may be caused by different 

types of processors in the processing nodes. For example, there are functional differences between 

the CPU and GPU. It may also be caused by different frequencies of the processors, different 

instruction sets, and different number of cores. The difference in computing power reflected 

between generations of CPUs. The network type may also be a combination of mesh, star, bus and 

other structures, and there may not be a point-to-point communication link between some 

processing nodes. There may be a problem of contention between processing nodes for the 

communication link [7-8]. 

Second, the relevance of tasks. There are different dependencies between multitasking and large 

tasks. There are two types of dependencies between tasks: internal dependencies and indirect 

dependencies. The subtasks are typical internal correlations. Generally, such tasks can be 
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represented by a DAG graph (Directed Acyclic Graph), so such tasks can also be called DAG tasks 

[9-10]. A large task can also be transformed into a task set with internal correlation composed of 

several sub-tasks by the method of task decomposition. Indirect dependency means that there is no 

dependency between tasks, but there is competition for resources (processors, memory, 

communication lines, peripherals, etc.) [11-12]. The dependencies of tasks can closely affect the 

performance of task scheduling [13-14]. Tasks can also be divided into divisible tasks (such as 

workflow) and indivisible tasks according to whether they can be divided. Indivisible tasks have the 

"atomicity" feature and are scheduled in the system as a whole. 

Third, sharing. In the scheduling process of a distributed multiprocessor system, in order to 

improve resource utilization, multiple tasks need to share a set of resources. The structure and 

characteristics of this task can be diverse, and their requirements for computing resources are also 

diverse. This will result in the competition of multiple tasks for shared resources (including 

processing nodes, communication links, peripherals, etc.) [15-16]. In addition, the time when 

different tasks are submitted to the system for scheduling may also be different, which also 

increases the The complexity and difficulty of scheduling, and at the same time, it will cause 

problems such as the minimization of the time span (Makespan) and the fairness of scheduling 

[17-18]. 

2.2. System Implementation Requirements 

The data analysis platform plans to further utilize the data that has been stably collected so far, 

and establish a regional energy consumption data analysis system on the current display and 

analysis platform [19-20]. This storage system mainly has the following implementation 

requirements: 

(1) The system needs to provide concurrent query functions for multiple underlying databases. 

Concurrent query can concurrently acquire the data of multiple underlying data tables with the same 

structure or similar structure, and combine the sub-results and return them to the requester. 

(2) The system needs to provide cross-database connection query function for multiple 

underlying data nodes. Cross-database connection query needs to connect multiple data tables 

distributed in two or even more databases, and return the connected result to the requester. 

(3) The system needs to provide global aggregate function support. For data analysis systems, 

common date functions and aggregation functions such as sum and count are essential. 

(4) The design of the storage system should control the development and change costs as much 

as possible to ensure the feasibility of the system implementation. 

(5) The system does not need to provide a distributed update function. For the upper-level energy 

consumption data analysis system, the underlying storage system only needs to provide efficient 

reading and data merging functions, and the update function can be updated regularly by other 

components or even manually. 

(6) The system does not need to provide distributed transaction support. 

2.3. Correlation Analysis Calculation 

There are different methods for measuring the correlation. The purpose of this study is to 

calculate the correlation between two RSRP sequences. It is necessary to determine the degree of 

the correlation. Therefore, the correlation coefficient is selected to describe the correlation between 

the sequences. The correlation coefficient between the online acquisition sequence segment and the 

matching segment in the motion sequence database is calculated by formula (1), and the calculation 
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result is stored in the matrix ρ. 

In addition, the average Euclidean distance between the signals is further calculated for the 

matched segments in the l matrix, as shown in the following formula: 
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where d represents the average Euclidean distance between signals, X and Y represent the 

matching segment, and n represents the length of the matching segment. 

So far, the maximum matching value, correlation coefficient, and average Euclidean distance of 

the matching segments have been obtained, and the following will use the three to perform adaptive 

voting to select the optimal matching segment. Adaptive voting means that the total weight of the 

three is assumed to be 1, and the total weight is divided into three parts and assigned to the 

maximum matching value, correlation coefficient and average Euclidean distance, as shown in 

formula (2). Then sum the values of the three after assigning the weights to obtain the maximum 

value. In this way, the maximum value is obtained for all matching sequences, and then the segment 

corresponding to the maximum value among the maximum values is selected as the final 

positioning. Fragment. 
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Among them, a0, a1, a2 are three weights, and a0+a1+a2=1. 

3. Experimental Study 

3.1. Distributed Storage Architecture 

Compared with traditional single-database databases, the biggest difference between distributed 

databases is the physical distribution. A distributed database divides data according to vertical or 

horizontal rules and distributes it on multiple physical machines. Although the integration of 

distributed database will bring a certain degree of complexity to the system, due to the common 

data explosion in most systems, it is urgent to rely on distributed database technology to solve the 

performance bottleneck of reading and writing in the storage layer. Distributed database technology 

has been Widely used in industrial production. On the other hand, since major manufacturers are 

keen to seize the market in the distributed database field, and a large number of distributed database 

open source projects have emerged, it can be said that a hundred flowers are blooming. 
Database Client

Database server
read-write 

scalability

Ability to connect to any database server  

Figure 1. Distributed database deployment architecture diagram 
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At present, distributed databases are mainly divided into two types, one is the RAC architecture 

led by Oracle, and the other is the middleware-based architecture that is currently popular among 

open source teams and small application vendors. On the one hand, a perfect architecture requires 

more servers to carry, and the deployment cost of the storage system increases greatly. On the other 

hand, the complex deployment architecture also increases maintenance costs. When maintaining the 

entire storage system, the maintenance work involves many sub-nodes and components under the 

system. Finally, due to the complexity of distributed database technology, there are certain 

additional knowledge requirements for end users, application developers, and even database 

engineers. 

3.2. Distributed Multiprocessor System Model 

Figure 2 presents a simple example model of a distributed multiprocessor system, which consists 

of three elements: processing nodes, switching nodes, and communication links. The processing 

node is responsible for the execution of tasks, the switching node is used for the routing and transfer 

of tasks and data, and the communication link is responsible for the transmission of tasks and data 

between nodes. 

P1 P2

P4

P3 S1 S2

l2

l1

l3

l5

l6

l4

communication link

exchange node

processing node

 

Figure 2. Example topology of a distributed multiprocessor system 

The distributed multiprocessor system structure can be represented by an undirected graph 

DHMPS=(P,S,L), where P is the set of processing nodes in the system, represented by 

P={p1,p2,...,pm}, | P|=m is the number of processing nodes, {p1, p2, p3, p4} in Figure 2 is the 

processing node. S is the set of switching nodes in the system, which is used for routing selection, 

represented by S={s1,s2,...,sn}, |S|=n is the number of switching nodes, {s1 in Figure 2,s2} is the 

exchange node. L is the set of communication links in the system, which is the physical 

transmission medium between nodes. It is represented by L={l1,l2,...,lk}, and |L|=k is the number of 

communication links. {l1,l2,l3,l4,l5,l6} is the communication link. 

3.3. Test Platform 

The test platform mainly includes RSRP data acquisition platform, MEMS data acquisition 
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platform, and then analyzes the positioning performance of the test data through MATLAB, and 

finally reproduces the user's motion trajectory on the server. The software and hardware platforms 

for this test are shown in the table below: 

 

Table 1. List of hardware platforms for localization testing of correlation sequencing algorithms 

Name Quantity Describe 

Cell phone 1 part Model: gt-s7568, system: android4.1, with sensor 

Wireless data 

terminal 
1 Model: huawei-e5375-2678 

Sim card 1 Carrier: mobile, for wireless data terminals 

Notebook 1 set Cpu: i7-4710mq, memory: 4g, win7 system 

Desktop computer 1 set 
Cpu: i3-3240cpu@3.40ghz, memory: 8gb, win7 

system 

 

Table 2. List of software platforms for localization testing of correlation sequencing algorithms 

Name Description 

Wifi Location 
Mobile phone application software, collect MEMS data 

and save it as a file in.txt format 

Probe Laptop software, collect RSRP data, parse RSRP data 

Hua 
Laptop software to connect wireless data terminal to 

computer 

Matlab2015b Desktop computer software, data processing and analysis 

4. Experiment Analysis 

Sequence alignment was performed using different amounts of data, all data were tested 5 times, 

and the test results were averaged for 5 times. The required time is shown in the table and figure: 

Table 3. Processing time for different data volumes 

Data Volume(GB) 4 8 12 16 20 

DNBLI running time(min) 21.2 44.7 72.3 95.1 112.3 

Flex Run Time(min) 21.3 40.2 66.1 87.7 107.8 

D-Mapping running time(min) 18.1 36.7 58.5 79.9 100.3 
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Figure 3. Analysis of processing time for different data volumes 

It can be seen that when the data size is small, the performance difference of the three algorithms 

is not large. But when the amount of data increases gradually, the dynamic load balancing algorithm 

proposed in this paper has better performance than other algorithms and saves computing time. 

There are two main performance indicators to measure the fault tolerance of a distributed system: 

checkpoint time and rollback time. Among them, checkpoint time refers to the overhead required to 

complete the checkpoint; rollback time refers to the rollback of using checkpoints to restore the 

computing state of the system time required for the process. This paper uses the system and data to 

test the fault tolerance performance of these two indicators. The test data is a 20G sequence 

extracted from SRX000600. The test content is to make node 2 fail at different time points, and test 

the rollback time and recovery of the system. Time, all data were tested 5 times, and the test results 

were averaged for 5 times. The results are shown in the table. 

Table 4. Checkpoint time and rollback time at different error times 

System error time 

point(min) 
Checkpoint Time(s) Rollback time(s) 

15 4.76 0.62 

30 9.71 0.76 

45 14.36 0.69 

60 19.85 0.72 

75 25.91 0.66 
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Figure 4. Analysis of checkpoint time and rollback time at different error times 

The ratio of the sum of the system checkpoint time and rollback recovery time to the total system 

running time should be controlled within 10%. The experimental data shows that the total 

processing time of D-Mapping for 20G data in this system environment is about 101 minutes. It can 

be seen from the checkpoint time and rollback recovery time in the table that the fault-tolerant 

method in this paper meets this requirement. The difference between the rollback times of different 

data amounts is not large because the method in this paper is a user-controlled checkpoint method 

for the special application scenario of sequence alignment, which is highly coupled with the 

D-Mapping system. In the computing environment, each node only receives the unmatched 

sequence numbers. There is basically no difference for data of different amounts of data. The 

difference in time is only the error caused by the network transmission delay and the different 

operating states of the nodes. At the same time, by comparing the MD5 value of the result file 

obtained after the error is recovered and the result file is compared with the result file without error, 

it is found that the MD5 value is the same, indicating that the result obtained by the fault-tolerant 

method in this paper is correct. 

5. Conclusion 

After completing the preliminary system architecture design and middleware selection, a new 

problem emerged: in the data analysis system, it is necessary to frequently connect multiple tables 

across databases. With a certain amount of data, the existing middleware cannot meet the 

requirements of connection performance, and a query optimizer needs to be developed for the 

middleware to meet the performance requirements of the system for database queries. This paper 

analyzes and studies the database connection mechanism and characteristics in a distributed 

environment, and designs a connection sequence optimization scheme for the current project based 

on the existing resources and data model of the project. After completing the scheme design, 

implement the optimization scheme into the distributed middleware Presto, and finally verify the 

effectiveness of the optimization through specific test data. 
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