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Abstract: In online teaching situations, a decision tree (DT) analysis algorithm is proposed 

in order to enable teachers to track students' learning behaviors and learning status in a 

timely manner. With the help of this algorithm, teachers can use the existing learning 

record files to analyze students' learning behaviors through multiple observation 

dimensions. In this paper, by constructing a learning achievement classification prediction 

(CP) model based on ID3 decision tree algorithm (DTA), the optimized ID3 DTA is used 

to analyze students' learning achievement and predict students who may not reach the 

expected teaching goals, so that teachers can give appropriate teaching assistance in time to 

achieve teaching goals. Through experiments, it is proved that with the increase of data 

volume, the accuracy of the model for CP of learning achievement is stable above 80%, 

which realizes the function of ID3 algorithm achievement prediction. 

1. Introduction 

Using classical data mining (DM) algorithms to mine existing student databases, it is possible to 

obtain correlation rules between grades in various subjects, as well as to predict students' graduation 

assessment scores based on their entrance grades. This is of great importance to the progress of 

students in school, to the teachers' targeted teaching arrangements, and to the school 

administration's enrollment planning. 

There are many scholars and experts in China who have conducted research on the diagnosis and 

prediction of student performance (SP), and there are many references in the literature. For example, 

some scholars have used two DM methods, GA and DT, to build models and analyze the potential 

relationship between behavior and learning, and their preliminary classification using decision trees 

[1]. Some scholars used SVM, logistic regression, and DT C5.0, to predict SP, and found that the 
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best prediction method (PM) was SVM [2]. Some scholars used various DM methods and 

optimized the DM algorithm using GA based on previous experience to come up with an optimal 

SP prediction model, where the best PM is class neural network [3].. Some researchers have 

compared and analyzed the results of GBDT, Xgboost, and random forest models for student 

achievement prediction, and the Xgboost model has a stronger learning ability compared to the 

random forest and GBDT models for the extracted student behavior features, and the final trained 

prediction model has a relatively higher accuracy and precision, and therefore the reliability of the 

prediction is relatively higher [4]. Thus, there are various algorithms for predicting SP, and all of 

them have good prediction results. 

In this paper, we first introduce the DT classification algorithm, then propose a tool for 

constructing ID3 DT classification model, then propose ID3 DT model with learning achievement 

CP, elaborate the principle of ID3 algorithm optimization, and compare the efficiency and accuracy 

of ID3 algorithm and optimization algorithm, and finally analyze the accuracy of DTA for learning 

achievement CP through experiments. 

2. DT Related Algorithms and Construction Tools 

2.1. DT Classification Algorithm 

DT classification has been very popular since its inception, mainly because the knowledge 

obtained by DT classification is intuitive and easily understood in a tree representation, whereas 

many other classification techniques, such as ANN classification and SVM classification, are much 

less understandable in terms of the final result [5]. DT classification rule acquisition involves two 

operators, one is the data mining engineer and the other is the DT classification algorithm. DT 

classification rule acquisition mainly involves training data import, algorithm operation, and result 

display and analysis. While DT CP mainly involves import of data to be predicted, import of 

decision rules, and display and analysis of prediction results [6]. 

DTAs are usually expressed in terms of information gain, which is the difference of information 

entropy, as in Equation (1). 
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v values constitute the value domain of attribute A, |Fv| is the number of Fv, |F| is the number of 

F; Entropy(F) is the information entropy of sample F, calculated by Equation (2). 
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Entropy (Fv) is the information entropy of sample Fv, and Pi is the probability of occurrence of 

category i. 

2.2. Tools for Building the ID3 DT Classification Model 

The core element of DM is modeling, that is, to determine what algorithm to choose to build the 

DT. In this paper, Matlab tools are used.Matlab algorithms are easier to learn and program, and the 

system is very extensive in terms of simulation applications; the pages developed in Matlab are 

user-friendly and non-professionals can get started quickly [7-8]. 
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3. ID3 DT Based Learning Achievement CP 

3.1. Research Architecture 

In this study, the data is analyzed by using the basic data of the students from the database of 

study record files that have been pre-processed, and the various attributes of the students' study 

records on the website as analysis variables, which include nominal scales (gender, education, etc.) 

and isometric scales (number of classes, number of online discussions, etc.) [9-10]. First, the 

various implications of these analytic variables for different courses, students with different 

learning outcomes, and the potential relationships between each analytic variable were identified by 

means of categorical analysis in data mining. Then, DT software is used to further identify decision 

rules(DR) between various attributes of students' learning behaviors from learning records, and to 

verify whether these DR can be applied across semesters using historical data and existing data. 

Finally, the instructor verifies whether these decision rules do reflect the instructor's instructional 

style for the course to assess the usefulness of these decision rules as supporting information for the 

instructor's instructional strategies and course design when teaching online [11-12]. 

3.2. Data Preparation 

The main purpose of this phase is to create a database of learning records with different 

observation dimensions such as courses and students so that the immediate learning of students in 

each course can be quickly probed during the data analysis phase, and also different dimensions can 

be used to analyze student learning behaviors and types of learning, and then the relationship 

between learning behaviors and learning performance can be analyzed using DTs [13]. In the 

processing procedure, it is first necessary to identify the data source and the learning behavior 

variables to be pre-analyzed to ensure that all the data needed for data processing can be obtained 

correctly. The data sources studied combined three components: basic student data and grade files 

obtained from the information management system, files of all learning action records from the 

website records, and data files with course-related information [14]. The data processing flow of the 

ID3 algorithm is shown in Figure 1. 
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Figure 1. Data processing of ID3 algorithm 
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3.3. Generation, Analysis and Collation of DT Classification 

Although most of the attribute values of the studied analysis variables are not pre-classified and 

may present difficulties in how to effectively classify them, this problem has been solved by a 

considerable amount of research, for example, by using currently available DT analysis software, 

which can directly handle continuous data to solve the problem of unclassified attribute values [15]. 

On the other hand, since students' academic performance is not pre-classified and there are no 

studies or algorithms to improve the classification of students' academic performance levels, this 

study uses different ways of classifying performance in order to find the most suitable level 

classification. 

After pre-processing the data and processing them in a continuous and temporal manner, the DT 

software was used to classify the students in each course and generate DTs and decision rules [16]. 

The generated decision rules describe the association and if then relationship between the overall 

learning behavior and learning outcomes of the students taking the course, and for the teachers, they 

can know which learning patterns the overall students have for the course, and further infer which 

learning patterns the students in the high or low scoring groups may have, and this supporting 

decision information can be used as a reference for the teachers to implement future teaching The 

decision information can be used as a reference for teachers to implement teaching strategies and 

teaching aids in the future [17-18]. 

4. Research on DTA Optimization and CP Applications 

4.1. DTA Optimization Research 

(1) Optimization principle 

DT classification algorithms have high requirements for data sets, and most algorithms require 

accurate samples without missing to ensure algorithm performance, but missing data are common in 

practical applications, and improper handling can accumulate a large number of errors, thus 

requiring data analysts to use reasonable methods to handle these vacant data to reduce the 

algorithm's computing time and complexity [19]. Since the ID3 algorithm tends to select attributes 

that take more values as test attributes, it cannot reasonably distinguish sample information, 

resulting in inefficient algorithms and low accuracy rates. This paper adopts a new method to 

process each attribute, converting all non-binary attributes into binary attributes to avoid the 

problem of bias caused by attribute values, and using information gain to select attributes to classify 

the data set on this basis, which avoids the uneven attribute taking values, and the final generated 

DT after processing is a standard binary tree, and the formed classification rules are concise and 

easy to easy to understand [20]. 

(2) Analysis of the algorithm before and after optimization 

Efficiency analysis: the improved algorithm needs to process the attribute values first in the 

process of constructing the DT model, and thus needs to scan and sort the data set several times. 

Meanwhile, most of the ID3 algorithm attribute values are floating-point (16 bytes), integer (8-byte 

number), string (2 bytes) and other data types, which take up more storage space, while the type of 

attribute values after the improved algorithm is Boolean (1 byte), which has less space overhead in 

comparison, and thus the efficiency of the improved algorithm is higher. 
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Figure 2. Experimental results of algorithm efficiency 

Figure 2 shows the efficiency of the algorithm with increasing number of attributes, from which 

it can be seen that the execution time of both algorithms increases as the number of(TNO) attributes 

increases. When TNO attributes is 6, the execution time of ID3 algorithm is 1.65s and the execution 

time of improved ID3 algorithm is 0.58s. It shows that the execution time of improved ID3 

algorithm is less and shows better robustness in terms of time efficiency of the algorithm. 

(2) Accuracy analysis 

Accuracy definition: Different data are selected as the test set(TS) and training set, the tested 

attributes are set, and the tested attribute column in the test set is set to empty, and the algorithm is 

called to output the results. The accuracy rate of the algorithm is expressed as R. Then its specific 

calculation formula is : 

SQR /     (3) 

In the above equation, S denotes the total number of(TTNO) data items(DI) in the TS, and Q 

denotes TTNO DI with the same values before and after the test attributes in the test set. 

So as to illustrate the advantages and disadvantages of the two algorithms in terms of test data 

accuracy before and after improvement, this paper compares the accuracy of the two algorithms on 

three test data sets, A, B and C, each with equal amount of data, and yields the results shown in 

Table 1. 

Table 1. Accuracy rates of algorithms before and after improvement 

 A B C 

ID3 73% 78% 77% 

Optimization 

algorithm 
84% 89% 92% 

 

Comparing the accuracy rates of testing A, B and C data before and after the algorithm 

improvement in Table 1, it shows that the improved ID3 algorithm has a higher accuracy rate. 
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4.2. CP of Student Performance by DTA 

CP accuracy test: This experiment analyzed the data on the classification accuracy of the model 

with increasing amount of data. This was done by (1) randomly sampling and controlling the 

amount of sample data, which were input to the learning achievement CP model, respectively; (2) 

performing statistics based on classification attributes; and (3) comparing with the original data 

samples and calculating the accuracy by category, as detailed in Table 2. 

Table 2. Classification accuracy of the achievement prediction model 

Data Tuple Accuracy Category Ⅰ Category Ⅱ CategoryⅠ Ⅲ 

500 42% 45% 48% 55% 

1000 49% 48% 53% 62% 

1500 63% 59% 67% 78% 

2500 74% 72% 78% 81% 

3000 81% 80% 82% 80% 

4000 83% 82% 81% 84% 

5000 85% 85% 84% 86% 

 

 

Figure 3. Accuracy rates on different categories 

Figure 3 shows that the prediction agreement rate gradually leveled off with the increase of data 

volume, and the CP accuracy of the model was stable above 80% on categories I, II, and III, which 

indicates that the CP accuracy of the model is high and relatively stable. 

5. Conclusion 

To improve the effect of intelligent teaching and increase the effectiveness of student 

management, with various existing management systems in colleges, how to integrate the resources 

of each teaching system, study the intrinsic important connections existing between various 

resource data, analyze the important information within the data using data mining technology, and 
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continuously figure out the necessity of discovering the information construction of colleges and 

universities to improve the teaching quality becomes an urgent need for colleges and universities. 

This paper takes student achievement as the research object, by integrating student information base 

and achievement data in teaching system as resources, and using improved ID3 algorithm to mine 

achievement data to achieve CP of student achievement, and also verifies the applicability of DTA 

in CP of learning achievement. 
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