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Abstract: Water is the active basis for the movement and transformation of various 

biological, physical and chemical substances and the flow of energy. On the one hand, the 

quality of water environment is very sensitive to changes in the external world; on the 

other hand, water quality affects the health of organisms and ecosystems through 

ecological support and other functions. The space-time distribution of water quality was 

analyzed according to the composition of basic substances and established water quality 

standards, which provided scientific basis for the rational development and utilization of 

water resources planning and management. In this paper, the stochastic forest algorithm 

was used to evaluate the water pollution degree of Qingshui River basin. This paper first 

analyzed the causes of Qingshui River pollution, and introduced the establishment method 

of random forest (RF) classification model. After that, this paper established the evaluation 

criteria of water pollution degree, and constructed the evaluation model of water pollution 

degree of Qingshui River basin according to the RF algorithm. In the experiment part, the 

quantity of decision trees (DT) of the RF model was set to 400 through sample training, 

and the classification accuracy of the RF classification model and the artificial neural 

network (ANN) model was compared. The experimental results showed that the RF 

classification model has a high classification accuracy rate of 97.33%, which can be used 

to assess the degree of water pollution. At the end of this paper, the RF classification model 

was used to evaluate the water pollution degree of the Qingshui River basin. The results 

showed that for the three stations in the Qingshui River basin, the water quality 

classification results are Class I, Class III, and Class IV. The water pollution degree of the 

Qingshui River basin is relatively serious.  
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1. Introduction 

Water quality assessment mainly reflects the complex biological, chemical and physical 

conditions of water bodies, and is the basis for optimizing water quality management. In view of the 

multi-dimensional and holistic understanding of the water quality in the aquatic environment, 

scientists now tend to adopt a holistic approach of multiple indicators, and evaluate the water 

quality according to the content of different minerals or nutrients in the water, the physical 

properties of the water, such as hardness, salinity, oxygen content, and biological activity. The 

single attribute of water body state is taken as the basic evaluation scale, and the data processing is 

standardized to eliminate the differences between different attributes in the scale, so as to 

comprehensively evaluate the indicator scheme.  

Many scholars have studied water pollution. Evans Alexandra EV reviewed the knowledge of 

selected areas of agricultural water pollution and identified future research needs [1]. Feng 

Xiaofang studied the progress, mechanism and trend of two-dimensional titanium carbide in the 

degradation of water pollutants [2]. Ji Mengzhi summarized and evaluated the role of 

bacteriophages in monitoring pathogens, tracking pollution sources, treating pathogens, infecting 

algal blooms and controlling sludge bulking and biofilm pollution in sewage treatment systems [3]. 

Sharma Rohit took different rivers in India as an example to analyze the water quality parameters 

from 2012 to 2016 [4]. Morin-Crini Nadia reviewed the persistent organic pollutants in lakes and 

marine ecosystems [5]. Wikurendra Edza Aria analyzed the water quality of the Pucang River in the 

Western Duo Arho Regency and controlled water pollution [6]. Although there are many studies on 

water pollution, further research is needed on how to evaluate water pollution.  

Stochastic forest algorithm is a common evaluation and classification method. Iqbal Mudassir 

proposed the development of RF regression model to predict the tensile strength retention rate of 

reinforcement under laboratory conditions in alkaline environment [7]. Lu Shengfu used the RF 

regression model to evaluate the degree of depression symptoms [8]. Sadler J M used the RF 

algorithm to estimate the flood severity in urban coastal areas [9]. Wang Jing used RF algorithm to 

assess the risk of coronary heart disease [10]. Dharumarajan Subramanian used RF classification 

algorithm to predict soil texture categories [11]. Mobley William used RF classification to predict 

flood probability area [12]. Although the evaluation effect of RF algorithm is good, the application 

of RF algorithm in water pollution evaluation is not sufficient.  

In order to study the current situation of water quality in the Qingshuihe River basin, this paper 

used the stochastic forest algorithm to evaluate the degree of water pollution in the Qingshuihe 

River basin. This paper discussed the problems of water shortage, serious pollution, backward 

wastewater treatment technology, and lack of water environment management in the upstream of 

Qingshui River basin, and then constructed a RF. For the Qingshui River basin, this paper 

constructed the water quality evaluation standard, and used the RF algorithm to build the evaluation 

model. The accuracy of the RF classification model was verified by experiments, and the current 

situation of water pollution in the Qingshui River basin was analyzed.  

2. Current Situation of Water Pollution in Qingshui River Basin 

The Qingshui River basin is completely located in Zhangjiakou City. Xigou River basin is 

sparsely vegetated, mainly composed of barren mountains and hills. The rocks are exposed all year 

round, causing serious soil erosion and serious damage in the dry season. The Donggou River and 

Zhenggou River basins have good vegetation, high forest coverage, strong biodiversity and strong 

water conservation capacity. In the past, the water of the Qingshui River was crystal clear. In recent 

years, with the rapid development of economy, the living conditions of residents have been greatly 

improved. Qingshuihe began to carry a large amount of industrial and domestic wastewater, causing 
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many environmental problems, mainly in the following four aspects.  

2.1. Reduction of Upstream Water Volume and Uneven Space-time Distribution 

In recent years, the climate conditions in the upper reaches of the Qingshui River have changed. 

Due to the economic development, a large quantity of water resources have been mobilized, 

resulting in less precipitation, and the amount of water entering the river has decreased year by year. 

Qingshui River is a seasonal mountain river, with uneven spatial and temporal distribution of 

precipitation. 80% of the water is concentrated in the flood period from June to September, and 

there is little or no irrigation in the other eight months, resulting in low flow efficiency in the dry 

period.  

2.2. Coexistence of Urban Point Source Pollution and Rural Non-point Source Pollution 

Improper industrial structure design is the main reason for urban point source pollution. 

Zhangjiakou is an old industrial city with few high-tech industries, and the pollution of 

energy-intensive industries accounts for a large part. The growth of urban population has also led to 

the increase of domestic sewage. Many industrial plants, large and small drainage pipes of life are 

continuously discharged into the Qingshui River, resulting in urban pollution. In recent years, 

sewage treatment has been improved to some extent, but it still needs to be strengthened. Organic 

and inorganic pollutants in mountain agriculture, such as fertilizers and pesticides, infiltrate through 

surface runoff and groundwater and pollute the catchment area. In recent years, the scale of cattle 

and poultry breeding has been expanding. More and more families raise pigs, cattle and sheep. 

Large farms have also begun to develop. They produce a large quantity of animal and poultry 

excreta, causing certain water pollution.  

2.3. Backward Wastewater Treatment Technology 

Although large industrial and mining enterprises in the Qingshuihe River basin have wastewater 

treatment facilities, most of the wastewater treatment equipment is outdated and backward, the 

wastewater treatment rate is difficult to keep up with the improvement of the enterprise’s 

production capacity, the amount of wastewater is increasing, the investment in urban treatment 

facilities is insufficient, and the treatment capacity is low, which generally cannot meet the needs of 

urban development.  

2.4. Strengthening the Management of Water Environment in the Basin 

A sound basin water environment management system is still under study, and the management 

mechanism from the whole basin area to the upper, middle and lower reaches is not specific. The 

lack of mechanism construction is also one of the main reasons for water pollution. Although the 

country has formulated corresponding laws to improve the water environment management of the 

river basin, the relevant laws and local regulations have not penetrated into all villages and families 

in the upstream mountain areas, and some mountain residents living in more remote areas have a 

weak awareness of the protection of water sources.  

3. RF Algorithm 

The RF algorithm contains two main randomization ideas: random subspace idea and Bagging 

idea. The idea of random subspace is to randomly select a set of features with equal probability 
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from the entire feature set of feature variables when dividing each DT node, and then select the best 

feature from this subset to divide the nodes. Bagging algorithm is one of the earliest supervised 

learning algorithms. It and RF algorithm are based on bootstrap method to resample to create 

multiple training sets. Resampling refers to randomly selecting a data set to reset N times and 

retrieving the same amount of data as the original data set to generate a sample set [13].  

The RF algorithm only needs a few control parameters. It has high calculation efficiency and can 

process high size (multi-parameter) data. Moreover, it can learn quickly without special adjustment.  

3.1. Construction of RF 

RF is a combination classifier, which uses k DT as the basic classification group for learning 

control. It has a feature set of independent and uniformly distributed random vectors, and the DT is 

not associated. The growth of each tree does not need pruning. In the process of tree generation, the 

variable eigenvalues of each node are only generated from several randomly selected feature 

subsets [14]. The generation process of the DT is shown in Figure 1.  
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Figure 1. Generation of DT 

The randomness of data and attribute variable values allows the generation of a large quantity of 

trees, called “RFs”. The generation of RFs is shown in Figure 2.  
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Figure 2. Generation of RF 
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When each DT is constructed, the parameter set is an independent and equally distributed 

random vector, because the random selection process of training sample set and attribute subset is 

independent, and the whole parameter set is the same. 

The classification decision can be expressed as:  

H(x) = argmaxr ∑ Ik
i                               (1) 

hi(x) = Y                                  (2) 

Among them, H(x) represents the combined classification model; hi  is a single DT 

classification model; Y represents the target variable (or output variable).  

3.2. Model Establishment of RF Classification Algorithm 

The two most important parameters in the RF algorithm are ntree, which is the quantity of DT, 

and mtry, which is the quantity of attributes in the split attribute set. Here, mtry separates the 

quantity of attributes in the attribute set. For a given attribute value, the algorithm only selects the 

most effective attribute to split the nodes within its range. The attribute quantity mtry of the split 

attribute set is a user-configurable parameter, which is very sensitive to the classification efficiency 

of the RF [15]. The operation process of RF algorithm can be described as follows.  

The original X data set is re-selected using Bootstrap method, and the learning sample 

  
    

        
  of group K is randomly generated, and K regression trees (x  i) are generated.  

Without pruning the learning subgroup, m features are randomly selected from the M features of 

the node in the tree as the attribute of the node, and then separated from the node until the minimum 

purity of the node attribute is separated.  

ωi(x  ) =
 *xi∈Rl(x θ)+

⋕{j:xj∈Rl(x θ)}
                          (3) 

 

μ(x) = ∑ ωi(x  Yi)
n
i=                           (4) 

ωi represents weight. Yi represents the dependent variable observation value. 

The weight value of each observation value can be obtained by taking the average value of the 

DT weight ωi(x   ):  

ωi(x) =
 

k
∑ ωi

k
i= (x   )Y                        (5) 

The final prediction result is:  

μ(x) = ∑ ωi(x Yi)
n
i=                           (6) 

The advantages of RF classification algorithm are fast driving speed, simple algorithm and stable 

effect. The network only needs to be trained once to obtain ideal results. Therefore, it is necessary 

to identify and define an appropriate quantity of DT in advance, rather than merge repetitive tasks 

into the learning model to determine the quantity of DT. The original data set X is resampled to 

randomly generate K training samples and create K regression trees.  

4. Assessment Model of Water Pollution Degree in Qingshui River Basin 

4.1. Evaluation Criteria 

The water quality evaluation standard in this study was based on the Groundwater Quality 

Standard, taking the grading standard of water quality factor content as the index value, and taking 
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an upper limit on the random uniformity of the marginal function to generate training samples. 

There was no upper limit requirement for the water quality V standard. Considering the limitation 

of the measured factor content, the water quality V standard was selected with the upper limit of 2 

times of the water quality IV standard, and the output values of the training samples at each level 

were 1, 2, 3, 4, and 5 respectively.  

4.2. Construction of Evaluation Model 

According to the above indicators, a model based on stochastic forest algorithm can be 

constructed to estimate the water pollution level of the Qingshui River basin.  

(1) Sample data set establishment 

According to the evaluation threshold level of each site, 100 sample sets were generated and 

randomly interpolated in 500 sample sets. After that, the evaluation levels and control points were 

listed as data sets as typical data sets.  

(2) Sample settings 

When collecting data, 500 data sets were randomly selected as learning samples and the rest as 

test samples.  

(3) Construction of RF model 

A kit for evaluating water pollution has been developed using MATLABR2016A software. The 

sample evaluation index was used as the input vector, and the evaluation degree was used as the 

output vector.  

(4) Setting of model parameters  

After the DT was created, the attributes were randomly selected, the branches were set and the 

decomposition was performed again. The quantity of DT and branches had a great impact on the 

results of the model. A repeated calculation model was created, with ntree increasing from 10 to 

100 and mtry increasing from 1 to 10. The standard deviation was selected as the error evaluation 

standard, and the best value with the minimum standard deviation was selected.  

(5) Threshold setting  

According to step (4), the quantity of branches of the optimal DT was selected, and the five 

estimated level results of the test sample were set as the threshold.  

(6) Model result output 

According to the new threshold, the output result of the test sample was compared with the 

threshold, and the final evaluation result was obtained.  

5. Assessment Experiment of Water Pollution Degree in Qingshui River Basin 

5.1. Determination of the Quantity of RF DT 

For data with the same complexity and sample quantity, the quantity of DT to be generated was 

basically the same, so the quantity of trees can be determined in advance by training samples. 300 

groups of training samples and 500 groups of training samples were selected for sample training. 

The results of sample training are shown in Figure 3.  
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(a) Sample training operation results for 300 sets of training samples 

(b) Sample training operation results for 500 sets of training samples 

Figure 3. Sample training operation results 

Figure 3 (a) shows the sample training operation results for 300 sets of training samples, and 

Figure 3 (b) shows the sample training operation results for 500 sets of training samples.  

According to Figure 3 (a), when the quantity of training samples was 300, with the increase of 

the quantity of DT, the classification accuracy of RF showed a trend of increasing first and then 

decreasing. When the quantity of DT was 100, the sample training accuracy was 93.89%; when the 

quantity of DT was 300, the sample training accuracy was 97.28%; when the quantity of DT was 

400, the sample training accuracy was 98.54%. When the quantity of DT was 400, the sample 

training accuracy rate was the highest. When the quantity of DT exceeded 400, the sample training 

accuracy rate would gradually decrease.  

According to Figure 3 (b), when the quantity of training samples was 500, with the increase of 

the quantity of DT, the classification accuracy of RF showed a trend of increasing first and then 

decreasing. When the quantity of DT was 100, the accuracy of sample training was 92.37%; when 

the quantity of DT was 300, the accuracy of sample training was 96.73%; when the quantity of DT 

was 400, the sample training accuracy was 97.42%. When the quantity of DT was 400, the sample 

training accuracy rate was the highest. When the quantity of DT exceeded 400, the sample training 

accuracy rate would gradually decrease. 

It can be seen from the analysis of the data that if the quantity of DT was determined as 400, a 

higher sample classification accuracy can be obtained.  

5.2. Classification Accuracy 

In this study, in order to reduce the random impact of the quantity of DT, 100 RF classification 

models were generated after determining the quantity of DT. According to the RF classification 

categories, the average value of the water quality classification results was used as the classification 
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results.  

This paper used the RF classification model and ANN model to classify water quality, and 

compared them with the real water quality types. The results of water quality classification are 

shown in Figure 4.  

 
(a) Water quality classification results of stochastic forest classification model 

(b) ANN model classification model water quality classification results 

Figure 4. Water quality classification results 

Figure 4 (a) shows the water quality classification results of the stochastic forest classification 

model, and Figure 4 (b) shows the water quality classification results of the ANN model 

classification model.  

According to Figure 4 (a), when the stochastic forest classification model was used for water 

quality classification, the average values of the water quality classification results for four Class 1 

water were 1.1, 1, 1.2 and 1.1 respectively. For 4 water samples of Class 2, the average values of 

water quality classification results were 2.1, 1.9, 2.1 and 2 respectively. For 4 samples of Class 3 

water, the average values of water quality classification results were 3.1, 2.8, 2.9 and 3 respectively. 

For 4 samples of Class 4 water, the average water quality classification results were 4.2, 4.1, 3.9 

and 3.9 respectively. For 4 samples of Class 5 water, the average water quality classification results 

were 4.8, 4.9, 4.9 and 4.7 respectively. It can be seen from the comparison data that the water 

quality classification results of the RF classification model were close to the real results.  

According to Figure 4 (b),when the ANN model was used to classify the water quality, the 

average values of the water quality classification results were 1.3, 1.5, 1.4 and 1.2 respectively for 

four parts of Class 1 water. For 4 water samples of Class 2, the average values of water quality 

classification results were 2.3, 2.4, 1.7 and 1.8 respectively. For 4 samples of Class 3 water, the 

average water quality classification results were 3.5, 3.3, 2.6 and 3.1 respectively. For four water 

samples of Class 4, the average values of water quality classification results were 4.5, 4.6, 4.3 and 
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3.7 respectively. For 4 samples of Class 5 water, the average water quality classification results 

were 4.5, 4.4, 4.6 and 4.2 respectively. It can be seen from the comparison data that the water 

quality classification result of the ANN model was far from the real result.  

The accuracy of water quality classification of the two classification models was calculated. The 

accuracy of water quality classification of the stochastic forest classification model was 97.33%, 

and the accuracy of water quality classification of the ANN model was 89.74%. The stochastic 

forest classification model had a higher accuracy of water quality classification.  

5.3. Water Pollution Degree of Qingshui River Basin 

The water quality in the Qingshui River basin was classified by using the stochastic forest 

algorithm model, and the water quality was evaluated at three water quality monitoring stations, 

namely, Wailaimiao Station, Zhangjiakou Station and Gaojiatun Station. The water quality results 

of Beilaimiao Station were classified as Class I, Zhangjiakou Station as Class III, and Gaozhatun 

Station as Class IV. In view of the good water quality of Wallamio Station and the serious water 

pollution of Gaojiatun Station, it was found that the water pollution mainly occurs in the lower 

reaches of Qinghai River.  

6. Conclusion 

In this paper, the stochastic forest algorithm was used to analyze the degree of water pollution in 

the Qingshui River basin. In this paper, the RF was constructed firstly, and then the evaluation 

standard of water pollution degree was determined. After that, the sample data set was established, 

and the RF model was constructed. The parameters and thresholds of the model were set, and the 

evaluation model was finally obtained. In this paper, the quantity of DT in RF was determined by 

sample training. The classification accuracy of the RF assessment model was verified by 

experiments, and the water quality of the Qingshui River basin was classified. The research showed 

that the water quality in the upper reaches of Qingshui River is better, and the water pollution in the 

lower reaches is more serious as it is closer to the lower reaches. The water quality pollution in 

Qinghai River is mainly concentrated in the lower reaches.  
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